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Phwong phap méi dw bao theo chuéi théi gian mé
dwa trén Dai sé gia tir

Lé Xuén Viét"', Dwong Hoang Huyén', Lé Xuén Vinh?, Lé Thi Thu Van®

'Khoa Cong nghé théng tin, Truong Dai hoc Quy Nhon, Viét Nam
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TOM TAT

Cho dén nay da c6 nhiéu tac gia dé xuit cac phuong phap du béo theo chudi thoi gian mo. Trong bai bao
nay, chiing t6i dé xuat mot phuong phap méi du béo chudi thoi gian md dua trén dai sb gia tir. Dé kiém chimg tinh
hiéu qua cua phuong phap, ching t6i dy bao dua trén dir liéu vé luong khach du lich quéc té dén Viét Nam va so
sanh v6i phuong phap ARIMA. Két qua cho thdy phuong phap méi dé xuét cho sai sé nho hon. Hon nita, v&i bo
dit liéu 14 s6 lugng sinh vién nhap hoc trudng Pai hoc Alabama, phuong phap vira dé xuét ciing cho két qua du bao
t6t hon so v6i cac phuong phap cua cac tac gia khéc.

T khéa: Dy bdo, chudi thoi gian mo, dai sé gia tir, hang tir ngén ngir.

‘Tdc gia lién hé chinh.

Email: lexuanviet@gqnu.edu.vn
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ABSTRACT

So far, many methods have been proposed to deal with forecasting problems using fuzzy time series. In

this paper, we have proposed a new fuzzy time series forecasting method based on hedge algebras. To examine

efficiency of our method, we employed the data of the Vietnam’s outbound tourists in order to predict and compare

with ARIMA. It is clear that our method has smaller error than ARIMA method. Furthermore, experimenting

our method with the data of the enrollment of Alabama University, our forecasting results are better than ones

presented in other studies.

Keywords: Forecasting, fuzzy time series, hedge algebras, linguistic term.

1. INTRODUCTION

The forecasting activities play an important role
in our daily life. Accurate forecasting will be used
to help people making more suitable decisions.
The classical time series methods can not deal
with forecasting problems in which the values
of time series are linguistic terms represented
by fuzzy sets. So, Song and Chissom! presented
the theory of fuzzy time series to overcome the
drawback of the classical time series methods.
Over the years, fuzzy time series has been widely
used for forecasting data. A lot of studies have
been discussed for forecasting used fuzzy time
series such as enrollment,”® the stock index,'
foreign tourists'' and financial forecasting,'? etc.

As we know, when solving problems
using fuzzy sets, many authors used hedge

*Corresponding author.
Email: lexuanviet@gqnu.edu.vn

algebra instead.”*'” The advantage of using
the hedge algebra is that the linguistic values
are arranged in semantic order. Moreover, we
can easily calculate on these linguistic values
because they are quantified into real values by
using semantic quantitative function. In this
paper, we shall propose a new method based on
hedge algebra to solve the forecasting problem.
The advantage of this method is that from the
fuzziness of linguistic terms of hedge algebras
we can determine the corresponding intervals of
the discourse of linguistic variable. Moreover,
thanks to the parameters of hedge algebras we
can adjust the lengths of the intervals, thereby
helping the forecasting process to obtain better
results. This paper is organized by 5 sections.
The first is the introduce. In Section 2, the basic
concepts of fuzzy sets and fuzzy time series are

6 | Journal of Science - Quy Nhon University, 2020, 14(3), 5-14
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described. In Section 3, we have proposed a new
method to solve the forecasting problem based
on hedge algebras and given some examples to
handle. The details are presented in Section 4.
The verification and comparison of our method
are done with some models.'®? Finally, the
conclusions and comments are mentioned in
Section 5.

2. FUZZY TIME SERIES
2.1. Basic concepts of fuzzy time series

Fuzzy time series model was firstly given by Q.
Song and B.S Chissom."”® Then, it is improved
by S.M Chen* to process some arithmetic
calculations. From that points, they can get more
exactly forecasting results. In this session, we
briefly review the concepts of fuzzy time series
as in Chen."

Let U be the universe of discourse, where
U={u, u,.., u }. A fuzzy set defined in the
universe of discourse U can be represented as
follows:

A= f)u + fu)u, + -+ f@)u,,
where f, denotes the membership function of the
fuzzy set 4, f, : U — [0, 1], and f(u,) denotes
the degree of membership of «, belonging to the
fuzzy set 4, and f,(u) € [0, 1],and 1 <i<n.

Definition 2.1. Let Y(¢) (= ...,0,1,2,...) be
the universe of discourse and be a subset of R.
Assume f(7) (i = 1,2,...) are defined on ¥(?), and
assume that F(?) is a collection of f,(2), £,(2), ...,
then F(7) is called a fuzzy time series definition
Y@ (¢=...,0,1,2,...).

Definition 2.2. Assume that F() is caused
by F(z— 1) only, denoted as F(z — 1) — F(¢), then
this relationship can be expressed as F(¢) = F(¢ —
1)eR(z, t — 1), where F(f)=F(t— 1) R(¢, t— 1) is
called the first-order model of F(¢), R(z, t — 1) is
the fuzzy relationship between £ (¢ — 1) and F(¥),
and “°” is the Max-Min composition operator.

Definition 2.3. Let R(z, r — 1) be a first-
order model of F(7). If for any ¢, R(z, t — 1) =
R(z—1, t—2), then F(¢) is called a time-invariant

fuzzy time series. Otherwise, it is called a time-
variant fuzzy time series.

Definition 2.4. Assume that the fuzzified
input data of the i" year/month is 4, and the
fuzzified input data of the i+1" year/month is 4,,
where 4, and 4, are two fuzzy sets defined in the
universe of discourse U, then the fuzzy logical
relationship can be represented by 4, — 4,
where 4, is called the current state of the fuzzy
logical relationship.

If we have 4, — Aﬂ, A4,— A/.z, v A, — A/.k
then we can write 4, — AJ_1 A/.Z, - A/.k’

2.2. Rules for fuzzy time series forecasting

Assume that 4, is the value of F(r — 1), the
forecasted output F(7) be defined with some rules?:

i) If there exist a relation 1-1 within
group of the relations where A]. on the left of
rule, suppose that A,— 4, and the maximum
membership value of 4, occurs at interval u,,
then the output of F(7) is middle point of u,.

ii) If 4, = ), that mean 4, — & and the
maximum membership value of A, occurs at
interval u, then the output of F(7) is middle point
of u,.

iii) If we have A]_—> A, A,,..., 4, and the
maximum membership values of 4, 4, ,..., 4,
occur at intervals u, u, ..., u, respectively, then
the output of F(7) is average of the middle points
m,m, ., m oful, Uy ooy U, that is (m1 +m, +
...t m)/n.

3. THE MODEL OF FORECASTING TIME
SERIES BASED ON HEDGE ALGEBRAS

In this section, we shall give a short overview
on the algebraic approach to the semantics of
vague words in natural languages investigated in
papers'*!7 and construct a new method to forecast
rely on hedge algebras theory.

3.1. Hedge Algebras: A Short Overview

Given linguistic variable X, every word-domain
X ofavariable X can be considered as an abstract

algebra AX = (X, G, C, A, <), where

Journal of Science - Quy Nhon University, 2020, 14(3), 5-14 | 7
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o ./ is the set of linguistic hedges or
modifiers considered as /-ary operations of the
algebra AX;

e C=1{0, W, 1} is a set of special words
which are, respectively, the least, the medium
and the greatest elements of X and regarded as
constants of AX since they are fixed points;

e @ = {c, c'} is a set of the primary or
atomic words of the variable X, the first one is
called the negative word, say “young” of AGE,
and the second, the positive one, say “old”.

e @ U C is the set of the generators of the
algebra AX thatis /(G C) =X =CuU A G),
the underlying set of AX where for a subset Z of
X, the set A’ (Z) denotes the set of all elements
freely generated from the words in Z. Le. #'(2)
={ox:x e Zand o € A"}, where .#* is the set
of all strings of hedges in .#, including the empty
string &. Note that for o = ¢, ex = x and, hence,
Z < A (Z). In the case Z = {x} we shall write
J(x) instead of A" ({x}).

» <is a Semantical Order Relation (SOR)
upon X.

Ifa word x € X is generated from a given
element u by means of hedges 4, i=1 ..., n, then
we will write x = /... hu and it is called a string
representation of x with respect to (w.r.t.) u.

For illustration, let us consider an HA of
the variable AGE, AX = (X, G, C, ./, <), where

G={c,c'}, '~ ={R, L} and X" = {V, E},
where ¢ and ¢' stand for “young” and “old”
and R, L, V and E for “Rather”, “Little”, “Very”
and “Extremely”, respectively. The order and
the generality-specificity relation and the set-
containing relation of the fuzziness models of
the words can be represented by a labeled graph
given in Figure 1, in which every arrow means
that the word at its root generates the word at
its peak and the relationships between the
words and between the fuzziness models at the
respective positions of the arrow are specified
by an inequality and a set-containing relation

associated with the arrow.

Consider an HA AX = (X, G, C, A, <)
of an attribute X with numeric reference
interval domain U normalized to be [0,1], for
convenience in a unified presentation of the
quantification of the hedge algebras. Formally,
the numeric semantics of the words of X can
be determined by a so-called Semantically
Quantifying Mapping (SQM), f: X — [0, 1],
defined as follows.

Definition 3.1. A mapping /: X — [0, 1] is
said to be an SQM of AX, if we have:

(SQM1) f'is an order isomorphism, i.e. it is
one-to-one and for Vx, y € X, x <y = fix) <Ay).

(SQM2) The image of X under f, AX), is
topologically dense in the universe [0, 1].

Levell 0 — — . . _ _ . _._ S . H(C) —mrmmmmmm s S - W
o> .- U TR
2T T Less LA Jes T 2=
- -7 = s == ~s  Tme=lll
Level 2 3{(Ec)------ HVe) -~ H(Mc) H(RC) e H(Lc)
B B /”:”/I \\\\\

2}2 -7 /'b,Z' Q)S \\QJS

L / «" ¥ Ty \ Sa

evel3 < H(ERC)H(VRC) H(MRE) H(RRC) H(ERC) - < -
And so on

Figure 1. A piece of the graph representation of the semantic structure of the words of X generated from the
atomic word ¢~ and their fuzziness models, which involves the order-based relationships and the set-containing
relationships between the fuzziness models of words and the word generality-specificity relationships

8 | Tap chi Khoa hoc - Truong Dai hoc Quy Nhon, 2020, 14(3), 5-14
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Definition 3.2. A function fin: X — [0, 1]
is said to be a fuzziness measure of the HA AX
associated with the given variable X, if it satisfies

the following axioms, for any x € X and /# € .#:
(fin) fin(c )+ fin(c") = 1.
(fm2) Xoq<j<p.j=o0 Jm(hix) = fm(x).

(fm3) fm(hx) = u(h)fin(x), where u(h) is
called for convenience the fuzziness measure of

h as well.

(fm4) For x = hh ... hc, fm(x) =
Jm(hh .. hc)=uth)uth, ) ... u(h)fm(c),
ce G={c,c}.

(fm3) Setting > i< p(h) = &
% <jsp M(hy) =P, we have
a_’_B:z—quSp,j#O Il(h]) =L

In the general case, for given values of
the fuzziness parameters of X we can stablish
a recursive expression to compute the SQM

UM called the SQM induced by the given fin, as
follows:

0, (W) = k= fin(c), v,(c) = K ~
afin(c)= Bfin(c), v, (c*) = Kk +afin(c");
0, () = v,,(x) + sign(hx) X

J-1

(21— gngy 1) + (1= (B )) ) inc)
where
o(hyx) = 3-{1+ sign(ly) sign(hy ) (B~ ) 1< {as B}

for all j € [—q...p],j # 0, and sign() function is
defined as in Ho N.C.'¢

3.2. Semantization and desemantization

To convert the values from the reference domain
to semantic domain of a variable X and vice
versa, we synthesize some transformations as
below. Assume that [a, b] is a reference domain
of the variable X, and [a,
domain. The linear conversion from [a, b] to

b] 1is semantic

[a, b] is called linear semantization and the
conversion from [a, b ] to [a, b] is called linear

desemantization. The semantic domain by using
hedge algebras is usually [0, 1], thus the linear
semantization is named normalization and linear
desemantization is named denormalization. We
have some functions as below:

LinearSemantization (x) =
x =a + (b —a )x—a)(b-a)
LinearDesemantization(x ) =
x=a+(b-a)x—-a)(b—a)
Normalization (x) = x = (x—a)/(b—a)
Denormalization (x) = x =a + (b—a)x,

For  flexibility @ in  semantization  or
desemantization, we can expand from linear to
nonlinear by adding some parameters sp, dp €

[-1, 1], for example:

NonlinearSemantization (x) = flx, sp), satisfy
the conditions 0 <f(x, sp) <1, fix =0, sp) =0,
fx=1,sp) = 1.
NonlinearDesemantization (x) = g(x, dp), satisfy
conditions a < g(x, dp) < b, g(x = a, dp) = q,
gx =05, dp)=0b.

In this paper, we shall use the functions:

NonlinearNormalization (x) = fix, sp) =

spxx (1-x )+x
NonlinearDenormalization(x )=dp *
(Denormalization(f(x ,sp)— a)*(b —
Denormalization(fix, sp)))/(b —a)+
Denormalization (f(xs, sp)), where
Denormalization (f(x, sp)) = (sp*x(I —x) + x)
x(b—a)+a.

The NonlinearDenormalization be denoted ND
for short.

3.3. A new method on forecasting

Inputs: » values of data {y(¢), ¥(z,),..., ¥(t)}

with 7, ¢, ..., ¢ are point times.

Output: y(z ) at the time 7 _ .
Step 1. Define the discourse U

PutU=[D, ,D JwhereD =min{y(z),
Wt),..., »(t)} and D = max{y(t), y(t,),...,
)}

Step 2. Building the intervals upon U by
using fuzziness model of hedge algebras

Journal of Science - Quy Nhon University, 2020, 14(3), 5-14 | 9
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We assume that U is a discourse of an
abstract variable X and the linguistic domain of
X to be considered as an algebra AX = (X, G,

C, A, <). Then, by chosen £, the discourse U is
divided into k intevals u,, u,,
k as in Figure 1. The inteval u, is labeled 4,
i=1,2,., ksatifying 4, <4, < ... <4, We
caculate the length of intervals of u, denoted f ,
L= m A<D, -D ), i=1,2, .., k Sowe
vty = [ 4 = Do D 1) 1=l
ch] [” +1’ 2d+]22]’ s U = [ukd’ kc] [ (kl)c
ukd+]ruk]'

Step 3. Quantifying semantic of the

ooy u, WIt level

linguistic values A, A, ..., A,.

To quantify the semantic of 4, 4,, ..., 4,,
we use SQM v, as SA, = vfm(Al), SA4,= z)fm(AQ), ey
S4,=v,(4,). By properties of hedge algebras, it
is clear that S4, <S4, <...<84,.

Step 4. Constructing the relationships

Suppose that, F(1 = 1) is 4, F(?) is Aj, and
F(?)is caused by F(¢#—1). Clearly, we have relation
between 4, and Aj, denoted 4, — Aj.

Step 5. Grouping relationship

If 4, —>A A, AZ, -4, —>Ajm, then we
estalish the relatlon by grouping all of them to

unique relation4, — A4 .4, .., 4 .
1 J J

Jm

Step 6. Caculating output value

From group of the relations in Step 5,
applying the rules similarity in the way of
Section 2.2 we get the results of F(7), scilicet:

* If there is a relation 4, — A, then F(¢) =

ND(SA ) upon u = [u Uy u,c].

* If 4,— & then F(¢) = ND(D) upon u, =

[, u,].

cIf 4, — 4, A oy A, then F(1) =
ND(W, x84+ W, ><SA + .+ W S4,) upon
[mln{uﬂd, uﬂd, e e ujkc}]
where w, is the welghts measured in the ratio

kd} maX{ /16’ /ZC
number of times of real data in the interval u,
to sum of number of times of real data in the

intervals Uy Upgy ooy Uy

4. EXPERIMENTAL RESULTS

Now, we would like to forecast the number of
tourists going to Vietnam on Jan 2012 based on
the real data from January 2010 to December
2011 (the data are given in column “Real Data”
of Table 1). This data are also on website of
Vietnam National Administration of Tourism
(http.//viethamtourism.gov.vn).

For illustration, we shall apply the
algorithm step by step to solve this problem.

* The discourse U = [D
611864].

D 1=[286618,

min®  max

* Chosen a hedge algebra AX = (X, G, C,
M, <), where G = {Small, Large}, C = {0, W, 1},
H= {Little, Very}, u(Little) = 0.5, u(Very)= 0.5,
x = 0.5. In this case, level k& be defined is 3, so we
clearly get 8 linguistic values 4, <4, <4, <4, <
A, <A <A, <A withrespectto VeryVerySmall <
LittleVerySmall < LittleLittleSmall <
VeryLittleSmall < VeryLittleLarge <
LittleLittleLarge < LittleVeryLarge <
VeryVeryLarge. Obviously, fm(4,) = fm(4,)
.. = fin(4,) = 0.125. Consequently, f = f =
= /.4 = 40656. Finally, the discouse U be divided
into 8 intervals such as u, = [286618, 327274,
= [327275, 367931], u, = [367932, 408588],
= [408589, 449245], u, = [449246, 489902],
u, = [489903, 530559], u, = [530560, 571216],
u, = [571217, 611864].

* Quantifying semantic of the linguistic
values 4,4, 4,4, A4, A, A, A,by using SQM
v, of AX, we have S4, = 0.0625, S4, = 0.1875,
SA4,=0.3125,84,=0.4375,54,=0.5625, 84, =
0.6875, S4,=0.8125, S4,= 0.9375.

¢ Constructing the relations from data

Table 1. The relations from data

Order Time l(}:ta; Label relgligns
1 1/2010 | 416249 A,
2 2/2010 | 446323 A, A,— A,
3 3/2010 | 473509 A A~ A,
4 4/2010 | 432608 A, A—A,

10 | Tap chi Khoa hoc - Truong Pai hoc Quy Nhon, 2020, 14(3), 5-14
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5 52010 | 350982 | A, | A~ A4, ) 6/2010 | 375707 |4, — (4, 4)) )
6 6/2010 | 375707 | A, | A,—A, | 92010 | 383463 | W, = 8/(2x8)= 112
7 7/2010 | 410000 | A, | A,— 4, 12010 | 416249 |4, — (A, 4,4, 4, A,
8 8/2010 | 427935 A, A~ A, 22010 | 446323 4,454,
o | onot0 | 383463 | 4, |4,—4, 12010 | 432608 ZVT;;”(HH“%“)
10 | 102010 | 440071 | A, | 4,—4, 72010 | 410000 |y = 514248363
11| 112010 | 428295 | 4, |4,—4, “A epoto | 4035 | =245 8
12| 12/2010 | 449570 | A, | A, >4, 100010 | aa0071 |7, =8/(142+8x3+6:3)
= 8/45

IRETRE ey R e e s

7 ¢ "% 6/2011 | 446966 |=6/45
15 | 3PR0IL | 475733 | 4, | 4,=4 3/2010 | 473509 (A, — (4, 4, 4,4,
16 | 42011 | 460000 | A, | A,— A, P D
17 | 52011 | 480886 | A, | A,— A, W, = 8/(8x2+6x2+3x2)
18 | 6/2011 | 446966 | A, |A,—>A, ) ST | 475733 | =8/34 6
19 | 72011 | 460000 | A, | A,—A, 4/2011 | 460000 ZV;;MMWMXZ)
20 8/2011 | 490000 | A, | A,—A4, 52011 | 480886 W, = 3(8246x243x2)
21 9/2011 | 286618 | A, | A,— 4, 72011 | 460000 | =3/34
22| 102011 | 518477 | A, | A —4, 12011 | 506424 |4,— (4,4, 4))
23 112011 | 611864 | A, | A~ A4, W, = 1(1+1+2)=1/4
24| 122011 | 593408 | A, | A4, ug | 820111 490000 | W, =1/(1+1+2)=1/4 | 3

o Group of relations from the Table 1

A4, —(4y)
4,(4)
A4,(4,4)

A, (A, A, A, 4, 4

2

A, A, 4)

A (A, A, A A A A)
A, (4,4, 4,)
4,(4))
A, (4

Table 2. The weights of group relations

Num.
Month/ | Amount |  Group relations and of
Intv. . .
Year |of tourists weights W,.J. values
inu
972011 | 286618 |4, — (4,)
u 1
1 W, =3/3=1
572010 | 350982 |A,—(4))
u 1
’ W, =221

W, =2/(1+142) = 2/4

102011 | 518477 |=1/2
L | 22011 | 542671 | 4, (4) |
y W, =6/6=1
L | 102011 | 611864 | 4, (4 )
S| 122011 | 593408 | W, =22=1

For example, to calculate number of
tourists at the time February 2010, because
the current state is 4,, we consider the relation
A,—A,A4,A4,4,A4, A, A, A;). According
to Table 2, the data in this group belong to
intervals u,, u, u, u; where u, contains 1 value,
u, contains 2 values, u, contains 8 values, but 4,
appears three times, thus the number of values of
u, is (3x8). Similarly, u, contains (3x6) values.
So, sum of them equal to (1+2+3x8+3%6 = 45)
and quantified semantic x_is 0.47639.

Withthemanualchosensp=0.6anddp=-0.2,
x = Denormalization(x) = f0.47639,0.6) =
(0.6x 0.47639%(1- 0.47639)+ 0.47639) x
(489902 — 327275) + 327275 = 429089 and
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ND(x) = g(429089,-0.2) = -0.2 x (429089-
327275) x (489902-429089)/(489902-327275)
+429089 = 421474.

We find out the forecasted value on
February 2010 is 421474. Completely similar
as above, all forecated values are represented in
Figure 2.
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Figure 2. Curves of forecasted data and actual data

In the following, we use the mean square
error (MSE) to compare the forecasting results
of different forecasting methods, where the mean
square error is calculated as follows:

n 2

3 (Actual _Data i Forecasted Data ; j
MSE ==L

n
where Actual Data i denotes the actual data
of month i, and Forecasted Data i denotes
the forecasted data of month i. In Table 3, we
compare the forecasting results of the proposed
method with the one of the existing method*
through five month from 1/2011 to 5/2011.

Table 3. A comparison results between our method
and ARIMA method'®

Month/Year Real ARIMA pr(;l;)l:)esed
data method'® method
1/2011 506424 443853 485611
2/2011 542671 426238 542401
3/2011 475733 611361 476444
4/2011 460000 558587 485611
5/2011 480886 609786 485611
MSE 249402 33347

To further affirm the effectiveness of our
method, we experiment with data of enrollment
students of Alabama University from 1971 to 1992.

With chosen hedge algebra AX = (X, G,
C A S, G = {Small, Large}, C = {0, W, 1},
H = {Little, Very}, where the parameters are set
u(Little) = 0.44, u(Very) = 0.56, x = 0.4 and
sp = 0.2, dp = 0.0, the calculation is completely
similar to the one above. We get the result as
shown in Table 4.

Table 4. MSE of some methods with admission data
of Alabama University

=
E = 5 Z'Q 5 ;
5 g & 32 = = z °
Sl & |z | 2 2R % |28
@ = @ =
=] <Y e g |1 2| & 2 |5 £
- = = 5 |8 = = o s s
1= g‘ S T 2 S (= =Tt
& &8 | & gl & | 2 g
Z 5 = h ]
w
1971113055

197213563 | 14000 | 13833 | 13739 | 14195 | 14000 | 13233
197313867 14000 | 13833 | 14639 | 14424 | 14000 | 13233
197414696 | 14000 | 13833 | 15539 | 14593 | 14000 | 14608
197515460 15500 | 15500 | 15557 | 15589 | 15500 | 15192
1976 1531116000 | 15722 | 15539 | 15645 | 15500 | 15611
1977]15603 | 16000 | 15722 | 15557 | 15634 | 16000 | 15611
197815861 16000 | 15722 | 16739 | 16100 | 16000 | 16159
1979116807 16000 | 15722 | 17639 | 16188 | 16000 | 16159
198016919 16833 | 16750 | 16439 | 17077 | 17500 | 17155
198116388 16833 | 16750 | 15539 | 17105 | 16000 | 17155
198215433 | 16833 | 16750 | 15557 | 16369 | 16000 | 16159
1983 |15497{ 16000 | 15722 | 15557 | 15643 | 16000 | 15611
1984 |15145]16000 | 15722 | 15539 | 15648 | 15500 | 15611
1985[15163| 16000 | 15722 | 15539 | 15622 | 16000 | 15611
1986 (15984 | 16000 | 15722 [ 16739 | 15623 | 16000 | 15611
1987]16859{16000 | 15722 | 17639 | 16231 | 16000 | 16159
198818150 16833 | 16750 | 19139 | 17090 | 17500 | 17155
1989118970{ 19000 | 19000 | 19439 | 18325 | 19000 | 19235
199019328 | 19000 | 19000 | 19289 | 19000 | 19000 | 19235
199119337 19000 | 19000 | 19289 | 19000 | 19500 | 19235
199218876 (19000 | 19000 | 19439 | 19000 | 19000 | 19235

MSE  |407507|397537|325158261473(226611|220401
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5. CONCLUSIONS

In this paper, we have proposed a fuzzy time
series method for forcasting based on hedge
algebras. The proposed method is both simple
and effective. Especially, the intervals of the
discourse are made upon the k-level of hedge
algebras. We have experimented our method with
the data of tourists going to Vietnam and data of
enrollment student of University of Alabama.
The forecasted results obtained by our method
are better than ones of the other methods. It can
be proven with MSE as in Table 3&4.

The errors of the forecasted results of our
method are directly influenced by the parameters
of hedge algebras, but these were intuitively
chosen. In the future, we shall put forward a
way to set up these parameters automatically,
for instance using particle swarm optimization to
reach a higher forecasting accuracy rate.
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ABSTRACT

The SARIMA model is widely used to analyze time series data. In this paper, we will apply this method

with the help of R statistical software to forecast monthly rainfall in Quy Nhon city, Binh Dinh Province, Viet

Nam. Mean monthly rainfall from 2000 to 2018 were used for modelling and forecasting.

Keywords: ARIMA, Box-Jenkins methodology, SARIMA, time series, Quy Nhon rainfall.

1. INTRODUCTION

Quy Nhon is a coastal city in Binh Dinh Province
in central Vietnam. Here, weather is characterized
by tropical monsoon climate with two distinct
seasons, rainy season and dry season. Rainy
season lasts from September to December, while
dry season runs from January to August.

Changes in rainfall precipitation will be
one of the most critical factors determining the
overall impact of climate change. Therefore, its
model-ling and forecasting are needed for water
resources management, irrigation scheduling,
agricultural management and reservoir opera-
tion, tourism. Prediction of rainfall is tough due
to its non linear pattern and a large variation in
intensity. Till today, numerous techniques have
been used to forecast rainfall. Among them,
Autoregressive Integrated Moving Average
(ARIMA) modeling, introduced by Box and
Jenkins is an effective method.' The Box-Jenkins
Seasonal ARIMA (SARIMA) model has several
advantages over other models, parti-cularly over

*Corresponding author.
Email: nguyenquocduonggnul999@gmail.com

exponential smoothing and neural network,
due to its forecasting capability and richer
information on time related changes.>? ARIMA
model considers the serial correlation, which is
the most important characteristic of time series
data, and also provides a systematic option
to identify a better model. Another advantage
of ARIMA model is that the model uses less
parameter to describe a time series. Therefore,
we use the SARIMA model to predict rainfall in
Quy Nhon.

Besides mathematical, software tools today
also play an important role in forecasting. There
are many software tools for highly effective data
analysis such as SPSS, Eviews, Python, etc. In this
study, we use R statistical software to analyze the
rainfall data. The advantages of R programming
are open source programming language, providing
exemplary support for data organization, package
arrays, quality plotting and graphing, highly
compatible, platform independent reporting and
machine learning activity.
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The rainfall data in Quy Nhon are
obtained from General Statistics Office of Viet
Nam  (https://www.gso.gov.vn), and cover
monthly observations from 2000 to 2018. We
will proceed to build the appropriate forecasting
model and compare evaluation between actual
data and forecast data.

2. METHODOLOGY
2.1. The seasonal ARIMA model

Seasonal Autoregressive Integrated Moving
Average, SARIMA or Seasonal ARIMA, is an
extension of ARIMA that explicitly supports
univariate time series data with a seasonal comp
onent. SARIMA(p, d, ¢)(P, D, Q). model can be
most succinctly expressed using the backward
shift operator:

@p(BS)¢p(B)(1 — B5)P (1 - B)dJ’t
=c+ 0y(B*)0,(B)e,

where @), ¢,, ®¢ and g are polynomials of
orders P, p, O, and ¢, respectively. The para-
meter p and ¢ define the order of the AR and MA
processes with its non-seasonal lags, respectively,
and d defines the degree of differencing of the
series with its non-seasonal lags. Likewise, the
P and Q parameters represent the corresponding
order of the seasonal AR and MA processes of
the series with its seasonal lags, and D defines
the degree of differencing of the series with its
non-seasonal lags. In general, the model is non-
stationary, although if D = d = 0 and the roots
of the characteristic equation all exceed unity
in absolute value, the resulting model would be
stationary.

2.2. Auto-Correlation Function (ACF) and
Partial Auto-Correlation Function (PACF)

ACF is an (complete) auto-correlation function
which gives us values of auto-correlation of any
series with its lagged values. We plot these values
along with the confidence band and tada! We
have an ACF plot. In simple terms, it describes
how well the present value of the series is related
with its past values. A time series can have
components like trend, seasonality, cyclic and

residual. ACF considers all these com-ponents
while finding correlations hence it is a ‘complete
auto-correlation plot’.?

PACF is apartial auto-correlation function.
Basically instead of finding correlations of
present with lags like ACF, it finds correlation of
the residuals (which remains after removing the
effects which are already explained by the earlier
lag(s)) with the next lag value hence ‘partial’
and not ‘complete’ as we remove already found
variations before we find the next correlation. So
if there is any hidden information in the residual
which can be modeled by the next lag, we might
get a good correlation and we will keep that
next lag as a feature while modeling. Remember
while modeling we do not want to keep too many
features which are correlated as that can create
multicollinearity issues. Hence we need to retain
only the relevant features.’

2.3. Modelling procedure

When fitting an SARIMA model to a set of time
series data, the following procedure provides a
useful general approach.

< Step 1: Data preparation: Here, we
prepare the data for the training and testing
process of the model. This step includes splitting
the series into training (in-sample) and testing
(out-sample) partitions, creating new features
(when applicable), and applying a transformation
if needed (for example, log transformation,
scaling, and so on).

< Step 2: Train the model: Here, we
used the training partition to train a statistical
model. The main goal of this step is to utilize
the training set to train, tune, and estimate the
model coefficients that minimize the selected
error criteria. The fitted values and the model
estimation of the training partition observations
will be used later on to evaluate the overall
performance of the model.

< Step 3: Test the model: Here, we utilize
the trained model to forecast the corresponding
observations of the testing partition. The main
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idea here is to evaluate the performance of the
model with a new dataset (that the model did not
see during the training process).

< Step 4: Model evaluation: Last but not
least, after the model was trained and tested, it is
time to evaluate the overall performance of the
model on both the training and testing partitions.*

2.4. Tuning the SARIMA model

The tuning process of the SARIMA model
follows the same logic as one of the ARIMA
models. However, the complexity of the model
increases as there are now six parameters to
tune, that is, p, d, g, P, D and Q, as opposed
to three with the ARIMA model. Luckily, the
tuning of the P, D, and Q seasonal parameters
follows the same logic as the ones of p, d, g,
respectively, with the use of the ACF and PACF
plots. The main difference between the tuning of
these two groups of parameters (non-seasonal
and seasonal) is that the non seasonal parameters
are tuned with the non-seasonal lags, as we saw
previously with the ARIMA model. On the other
hand, the tuning of the seasonal parameters are
tuned with the seasonal lags (for example, for
monthly series with lags 12, 24, 36, and so on).*?

2.4.1. Tuning the non-seasonal parameters

Applying the same logic that we used with
the ARIMA model, tuning the non-seasonal
parameters of the SARIMA model is based on
the ACF and PACF plots:

< An AR(p) process should be used if the
non-seasonal lags of the ACF plot are tailing off,
while the corresponding lags of the PACF plots
are cutting off on the p lag.

< Similarly, an MA(q) process should be
used if the non-seasonal lags of the ACF plot are
cutting off on the q lag and the corre-sponding
lags of the PACEF plots are tailing off.

< When both the ACF and PACF non-
seasonal lags are tailing off, an ARMA model
should be used.

< Differencing the series with the non-
seasonal lags should be applied when the non-

seasonal lags of the ACF plot are decaying in a
linear manner.*

2.4.2. Tuning the seasonal parameters

Tuning the seasonal parameters of the SARIMA
model with ACF and PACF follows the same
guidelines as the ones we used for selecting the
ARIMA parameters:

< We will use a seasonal autoregressive
process with an order of P, or SAR(P), if the
seasonal lags of the ACF plot are tailing off and
the seasonal lags of the PACF plot are cutting off
by the P seasonal lag.

< Similarly, we will apply a seasonal
moving average process with an order of Q, or
SMA(Q), if the seasonal lags of the ACF plot are
cutting off by the O seasonal lag and the seasonal
lags of the PACF plot are tailing off.

< An ARMA model should be used
whenever the seasonal lags of both the ACF and
PACF plots are tailing off.

< Seasonal differencing should be applied
if the correlation of the seasonal lags are decaying
in a linear manner.®

2.5. A step-wise procedure for traversing the
model space

Suppose that we have seasonal data, we consider
ARIMA(p, d, q)(P, D, Q), models, where p and
g can take values from O to 3, and P and Q can
take values from 0 to 1. When ¢ = 0 there is a
total of 288 possible models, and when ¢* 0
there is a total of 192 possible models, giving
480 models altogether. If the values of p, d, g, P,
D and Q are allowed to range more widely, the
number of possible models increases rapidly. If
d and D are known, we can select the orders p,
g, P and Q via an information criterion such as
the AIC:

AIC := =2log(L) +2(p+q+P+Q + k),
where £ = 1 if C # 0 and 0 otherwise, and L is
the maximized likelihood of the model fitted to

the differenced data (1 — B*)? (1 - B)? y,. The
likelihood of the full model for y, is not actually
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defined and so the value of the AIC for different
levels of differencing are not comparable.’

Consequently, it is often not feasible to
simply fit every potential model and choose the
one with the lowest AIC. Instead, we need a way
of traversing the space of models efficiently
in order to arrive at the model with the lowest
AIC value. We propose a step-wise algorithm as
follows.

Step 1: We try four possible models to
start with.

% ARIMA(2, d, 2) if s = | and ARIMA(2,
d,2)(1,D, 1)ifs > 1;

% ARIMA(0, d, 0) if s = 1 and ARIMA(0,
d, 0)(0, D, 0) if s > 1;

% ARIMA(1, d, 0) if s = | and ARIMA(I,
d,0)(1, D, 0) if s > 1;

% ARIMA(0, d, 1) if s = 1 and ARIMA(0,
d, 1)(0, D, 1) if s > 1.

If d + D < 1, these models are fitted with
C # 0. Otherwise, we set ¢ = 0. Of these four
models, we select the one with the smallest
AIC value. This is called the ‘current’ model
and is denoted by ARIMA-(p, d, q) if s = 1 or
ARIMA(p, d, q)(P, D, Q), ifs>1.

Step 2: We consider up to 13 variations on
the current model:

< where one of p, ¢, P and Q is allowed to
vary by +1 from the current model;

< where p and ¢ both vary by +1 from the
current model;

< where P and Q both vary by =1 from the
current model;

% where the constant ¢ is included if the
current model has ¢ = 0 or excluded if the current
model has C # 0.

Whenever a model with lower AIC is
found, it becomes the new ‘current’ model and
the procedure is repeated. This process finishes
when we cannot find a model close to the current
model with lower AIC.

There are several constraints on the fitted
models to avoid problems with convergence
or near unit roots. The constraints are outlined
below:

< The values of p and ¢ are not allowed
to exceed specified upper bounds (with default
values of 5 in each case).

< The values of P and Q are not allowed
to exceed specified upper bounds (with default
values of 2 in each case).

< We reject any model which is ‘close’ to
non-invertible or non-causal. Specifi-cally, we
compute the roots of ¢(B)D(B) and 6(B)O(B).
If either have a root that is smaller than 1.001 in
absolute value, the model is rejected.

< If there are any errors arising in the non-
linear optimization routine used for estimation,
the model is rejected. The rationale here is that
any model that is difficult to fit is probably not a
good model for the data.

The algorithm is guaranteed to return a
valid model because the model space is finite and
at least one of the starting models will be accepted
(the model with no AR or MA parameters). The
selected model is used to produce forecasts.>¢

2.6. Forecast evaluation methods

Once you finalize the model tuning, it is
time to test the ability of the model to predict
observations that the model did not see before
(as opposed to the fitted values that the model
saw throughout the training process). The most
common method for evaluating the forecast's
success is to predict the actual values with the
use of an error metric to quantify the forecast's
overall accuracy. The selection of a specific error
metric depends on the forecast accuracy's goals.
This study only considers common error metric
is as follow:

Root Mean Squared Error (RMSE): This
is the root of the average squared distance of the
actual and forecasted values:

1 ~
RMSE = \/;2{;10@ AL

Journal of Science - Quy Nhon University, 2020, 14(3), 15-26 | 19



KHOA HOC

TRUONG DAI HOC QUY NHON

where Y, and Y, are the actual value of the original
series and predicted value from the proposed
hybrid model, respectively. The smallest value
of RMSE indicates the best model.*

3. RESULTS AND DISCUSSION

The data has been collected at the Quy Nhon
station from 2000 to 2018. We have a monthly
series with 228 observations (19 years) and
the goal is to forecast the next two years (24
months). The corresponding command packages
and libraries for model prediction are forecast,
readxl, tseries, TSstudio.’® Let us load the
rainfall series from file datats.xlsx.

Let us plot the series with the ts plot
function and review the main characteristics of
the series by the code below:

#plot time series data with
ts plot function

ts plot (datats, title=
"Monthly Rainfall in Quy
Nhon", Ytitle="Rainfall (mm)"
Xtitle="Year")

We attain the output as shown in Figure 1:

Monifiy Rantsll in QUY RHON

¥
H
I
I
(]

Figure 1. Time series plot of observed mean monthly
rainfall from 2000 to 2018.

From Figure 1, the datats series has a
strong seasonal pattern, therefore the SARIMA
model is the most appropriate one for our data.
In addition, the series is trending up, so we can

already conclude that the series is not stationary
and some differencing of the series is required.
We would use the first 216 observations for
training and test the performance using the last
12 observations. Creating partitions in R can be
done manually with the #s_split function from
the stats package. For instance, let is split the
mydata series into partitions, leaving the last 12
observations of the series as the testing partition
and the rest as training:

ON rainfall<-ts split (datats,
sample.out = 12)

train <- QN rainfallS$train
test <- QN rainfallStest

In statistics, an augmented Dickey—
Fuller (ADF) test the null hypothesis that a
unit root is present in a time series sample. The
alternative hypothesis is different depending on
which version of the test is used, but is usually
stationarity or trend stationarity. We obtain the
following output:

adf.test (train, alternative =
"stationary")

##Dickey-Fuller = -8.0188,
Lag order = 5, p-value = 0.01
##alternative hypothesis:
stationary

Before we start the training process of the
SARIMA model, we will conduct diagnostics in
regards to the series correlation with the ACF
and PACF functions. Since we are interested in
viewing the relationship of the series with its
seasonal lags, we will increase the number of
lags to calculate.

par (mfrow=c(1l,2))

acf (ts(train),main="ACF For
Rainfall", col="blue",lwd = 4)
pacf (ts(train) ,main="PACF For
Rainfall",col="coral", 1lwd = 4)
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Figure 2. ACF and PACF plot of rainfall for Quy

Nhon station.

The preceding ACF plot indicates that
the series has a strong correlation with both the
seasonal and non-seasonal lags. Furthermore,
the linear decay of the seasonal lags indicates
that the series is not stationary and that seasonal
differencing is required. We will start with a
seasonal differencing of the series and plot
the output to identify whether the series is in a
stationary state. The R commans and output are
as follows:

ndiffs(train) #to determine d
(the number of seasonal
differences to use)

##0

nsdiffs(train) #to determine D
(the number of ordinary
differences to use)

##1

ON rainfall 12 <- diff (train,
lag = 12, differences = 1)
ts plot (ON rainfall 12, title
"Quy Nhon Monthly Rainfall -
First Seasonal
Difference",Ytitle = Rainfall
(First Difference)",Xtitle =
"Year")

By the #s_plot function, we get the output
as Figure 3:

Figure 3. Plot of seasonal differencing of the series.

After taking the first order differencing,
along with the first order seasonal differencing,
the series seems to stabilize around the zero x
axis line (or fairly close to being stable). After
transforming the series into a stationary state, we
can review the ACF and PACF functions again
to identify the required process:

par (mfrow=c(1l,2))

acf (ts(QN rainfall 12), main=
"ACF For First Seasonal
Difference", col="blue", lwd = 4)
pacf (ts (ON rainfall 12), main=
"ACF For First Seasonal
Difference", col="coral", lwd = 4)

It should note that this step is very important.
We need to the observe from the ACF and
PACEF plots in order to choose simple models.
The output of the commans above is
shown in Figure 4:

ACF Por Rainiel PAGE For Rainfall

a
i I- I

1 i
= -I||"||-.!|

ga

BCF
Fartad ACE

Figure 4. ACF and PACF plot of rainfall for Quy

Nhon station.
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The main observation from the
preceding ACF and PACF plots is that both the
nonseasonal and seasonal lags (in both plots)
are tailing off. Hence, we can conclude that
after we difference the series and transform
them into a stationary state, we should apply an
ARMA process for both the seasonal and non-
seasonal components of the SARIMA model.
Our aim now is to find an appropriate ARIMA
model based on the ACF and PACF plot. The
significant spike at lag 1 in the ACF suggests a
non-seasonal MA(1) component, and the sign-
sifycant spike at lag 12 in the ACF suggests a
seasonal MA(1) component. Consequently, we
begin with an SARIMA(1,0,0)(1,1,0),, model,
indicating seasonal difference, and non-seasonal
and seasonal MA(1) components. Based on the
PACEF plot, we can choose another simple model
SARIMA(0,0,0)(0,1,0),,. Of these two models,
the best is the SARIMA model (i.e., it has the
smallest AIC value).

mdl<- Arima (train,
order=c(1,0,0),
seasonal=c(1,1,0))
summary (mdl)
#H#AIC: 2683.2
md2<- Arima (train,
order=c(0,0,0),
seasonal=c(0,1,0))
summary (md2)
##AIC: 2762.83

Consequently, this initial analysis
suggests that a possible model for these data is
an SARIMA(1,0,0)(1,1,0),,. We fit this model,
along with some variations on it, compute the
AIC values and test set evaluation shown as in

Table 1.

Table 1. AIC and RMSE values for various SARIMA
models applied to the monthly rainfall data.

Models AIC RMSE
SARIMA(1,0,0)(1,1,0),, | 2683.20 164.4443
SARIMA(0,0,0)(1,1,0),, | 2682.27 164.8799
SARIMA(2,0,0)(1,1,0),, | 2684.69 164.2065

SARIMA(1,0,1)(1,1,0),, | 2681.33 | 162.7866
SARIMA(1,0,0)(0,1,0), | 2763.84 | 203.7255
SARIMA(1,0,0)(2,1,0), | 2658.01 | 152.5503
SARIMA(1,0,0)(1,1,1), | 2650.34 | 146.6646
SARIMA(2,0,1)(1,1,0), | 268332 | 162.7785
SARIMA(1,0,0)(2,1,1),, | 2649.60 | 1456458

Of these models, the best is the
SARIMA-(1,0,0)(2,1,1),, model (which has
the lowest RMSE value on the training set,
and the best AIC value amongst models with
only seasonal differencing). Before we finalize
the forecast, let's evaluate the selected model's
performance on the testing set. We will retrain
the model using the settings of the selected
model:

ONrainfall best md <-

Arima (train, order = c(1,0,0),
seasonal =list (order=
c(2,1,1)))

We then get the output as described in
Table 2:

Table 2. Summary of SARIMA(1,0,0)(2,1,1) .

SARIMA(1,0,0)(2,1,1),,

SARIMA arl sar2 sar2 smal

Coefficients 0.067 -0.052 0.1 -0.881

s.e. 0.068 0.092 0.087 0.093
AIC =2650.34

Let us use the QNrainfall best md
trained model to forecast the corresponding
observations of the testing set:

QNrainfall test fc <- forecast(QNrainfall
best md, h=12)

We will assess the model's performance
by put

Actual Value — Forecast Value

Actual Value

and these values are calculated as in Table 3:
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Table 3. Assess performances of SARIMA(1,0,0) -
(2,1,1),, model.

Month Forecast Actual "
Value Value

January 81.81485 128.6 0.36
February 32.32366 2.8 -10.54
March 34.07819 1.6 -20.29
April 46.95980 20.0 -1.34
May 82.40952 9.4 -7.76
June 44.63459 103.7 0.56
July 57.38414 14.0 -3.09
August 122.92861 511 -1.40
September | 209.18078 235.5 0.11
October 420.49951 476.7 0.11
November | 574.92124 462.0 -0.24
December | 321.89014 337.9 0.04

From Table 3, we see the predicted
model has two values big deviations in February
and March. This is unavoidable because climate
change is very complex. However, the forecast
value and actual value of the rainy season from
September to December for very low error.
Moreover, these predicted values are very
suitable for the climate characteristics of Quy
Nhon city.

Now, we will use the test forecast
function to get a more intuitive view of the
model is performance on the training and testing
partitions:

test forecast (datats, forecast.
obj = ONrainfall test fc,test
= test)

We then have the output as shown in
Figure 5:
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Figure 5. Plot of datats — actual & forecasted an fited.

Now that we have satisfied the preceding
conditions, we can move on to the last step of
the forecasting process and generate the final
forecast with the selected model. We will start
by retraining the selected model on all the series:

final md <- Arima (datats,
order = ¢(1,0,0), seasonal =
list (order=c(2,1,1)))

Before we forecast the next 24 months, let
is verify that the residuals of the model satisfy
the model condition. We execute the code as
follows:

checkresiduals (final md)

The output is as Figure 6:
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Figure 6. Residuals fromthe SARIMA(1,0,0)-(2,1,1),,
model applied to monthly rainfall data.

The output of the Ljung-Box test suggested
that the residuals of the model are white noise:

## Ljung-Box test

## data: Residuals from
ARIMA (1,0,0) (2,1,1)[12]
## Ox = 9.7273,

daf = 20,

p-value= 0.9729

## Model df:4.

## Total lags used: 24

By looking at the preceding residuals plot,
you can see that the residuals are white noise and
normally distributed. Furthermore, the Ljung-
Box test confirms that there is no autocorrelation
left on the residuals with a p-value of 0.9729,
we cannot reject the null hypothesis that the
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residuals are white noise. Thus, we now have a
seasonal ARIMA model that passes the required
checks and is ready for forecasting.

The main goal of the forecasting process
is to minimize the level of uncertainty around the
future values of the series. Although we cannot
completely eliminate this uncertainty, we can
quantify it and provide some range around the
point estimate of the forecast. The confidence
interval is a statistical approximation method
that's used to express the range of possible values
that contain the true value with some degree of
confidence (or probability). We now use the

forecast function to obtain the predicted values
for the next 24 months of the data series.

ONrainfall fc <-
forecast (final md, h = 24)
ONrainfall fc

Forecast package is written by Rob J
Hyndman and is available from CRAN here.
The R package forecast provides methods and
tools for displaying and analysing univariate
time series forecasts including exponential
smoothing via state space models and automatic
ARIMA modelling.

We obtain the result as described in Table 4:

Table 4. Forecasts of the mothly rainfall data using the SARIMA(1,0,0)(2,1,1),, model with 80% and 95%

confidence intervals.

Point Forecast Lo 80 Hi 80 Lo 95 Hi 95
Jan 2019 91.76578 -96.60397 280.1355 -196.32090 379.8525
Feb 2019 42.27684 -146.48860 231.0423 -246.41498 330.9687
Mar 2019 33.84519 -154.92190 222.6123 -254.84917 322.5396
Apr 2019 43.94335 -144.82376 232.7105 -244.75103 332.6377
May 2019 83.59559 -105.17151 272.3627 -205.09878 372.2900
Jun 2019 46.60968 -142.15743 235.3768 -242.08470 335.3041
Jul 2019 61.58513 -127.18198 250.3522 -227.10925 350.2795
Aug 2019 116.15631 -72.61080 304.9234 -172.53807 404.8507
Sep 2019 198.88576 10.11865 387.6529 -89.80862 487.5801
Oct 2019 434.81604 246.04893 623.5831 146.12166 723.5104
Nov 2019 592.95521 404.18811 781.7223 304.26084 881.6496
Dec 2019 260.07814 71.31136 448.8449 -28.61573 548.7720
Jan 2020 89.25500 -99.61077 278.1208 -199.59027 378.1003
Feb 2020 27.27827 -161.58825 216.1448 -261.56814 316.1247
Mar 2020 31.56637 -157.30015 220.4329 -257.28005 320.4128
Apr 2020 40.21528 -148.65124 229.0818 -248.63113 329.0617
May 2020 75.65715 -113.20936 264.5237 -213.18926 364.5036
Jun 2020 58.20946 -130.65706 247.0760 -230.63695 347.0559
Jul 2020 53.28597 -135.58055 242.1525 -235.56044 342.1324
Aug 2020 102.82699 -86.03953 291.6935 -186.01943 391.6734
Sep 2020 214.99832 26.13180 403.8648 -73.84809 503.8447
Oct 2020 445.11325 256.24673 633.9798 156.26684 733.9597
Nov 2020 534.54059 345.67407 723.4071 245.69418 823.3870
Dec 2020 265.01471 76.14849 453.8809 -23.83125 553.8607

We can plot historical data with forecasts and confidence intervals by the plot forecast function:

plot forecast (QNrainfall fc,title = "Quy Nhon Rainfall Forecast",

Ytitle = "Rainfall (mm)",Xtitle =
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We then obtain the output as Figure 7:
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Figure 7. Forecasts of the mothly rainfall data using the ARIMA(1,0,0)(2,1,1),, model with 80% and 95%

confidence intervals.

Note that the lower bounds are somewhat
funny for rainfall. Is the earth going to sprinkle
water back into the clouds? We explain this as
follows: the simulation of the forecasts genera-
ting a family of forecasts for each period can
simply be truncated at 0.0, which is meant to
decouple the variance of the errors from the
expected value of the model when one can safely
ignore values lower than 0.0.

4. CONCLUSIONS

In this study, we used the SARIMA model for
forecasting monthly rainfall data of Quy Nhon
city. Based on seasonally differenced correlogram
characteristics, different SARIMA models were
evaluated; their parameters were optimized, and
diagnostic check up of forecasts was made by
using white noise and heter-oscedasticity tests.
The best SARIMA model (corresponding to our
data) was chosen based on smallest value of AIC
and RMSE. A validation check was performed
on residual series. Residuals was found white
noise for SARIMA-(1,0,0)(2,1,1),, model. The
predicted values from the model were compared
with the actual values to determine prediction
precision. We found that selected model predicted
monthly rainfall with a reasonable accuracy.
Therefore, year-long rainfall can be forecasted
using these models. Moreover, this model can be

applied in the study of the time series in similar
fields at Quy Nhon or other cities.
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M6 hinh tién doan bénh tim mach vanh
str dung hoi quy logistic dwa vao tap dir liéu Evans

Lé Thanh Binh”

Khoa Todn va Thong ké, Truwong Pai hoc Quy Nhon, Viét Nam

Ngay nhdn bai: 24/02/2020; Ngay nhan dang: 22/04/2020

TOM TAT

Bénh tim mach, bao gdm ca bénh tim mach vanh (CHD), nim trong sb nhitng bénh phd bién & ca nhimng
nu6e phat trién va dang phat trién va duoc xem 13 nguyén nhan chu yéu gay tir vong trén toan thé giéi. Chi riéng
bénh tim mach vanh, bénh nay tiép tuc 1a nguyén nhan hang diu gay nén bénh tat va tir vong & nguoi trudng thanh
tai chau Au va Bic My. Sy tién lugng sém bénh tim mach vanh c6 thé gitp dua ra cac quyét dinh thay doi 16i séng
& nhitng bénh nhén c6 nguy co cao va tir d6 1am giam cac bién ching cua bénh. Vi vay, sir dung cac thuat toan
khai pha dir liéu co thé hitu ich trong du doan bénh tim mach vanh. Nghién ctru nay nham xay dung mot mé hinh
dy doan bénh tim mach vanh str dung hoi quy logistic, véi sy trg gitp cua phﬁn mém théng ké R, dya vao tap dir
liéu Evans vé bénh tim.

T khéa: Bénh tim mach, bénh tim mach vanh (CHD), mé hinh hoi quy logistic, tdp di¥ liéu Evans.

*Tac gia lién hé chinh.
Email: lethanhbinh@gnu.edu.vn
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ABSTRACT

Cardiovascular diseases, including coronary heart disease (CHD), are among the common diseases in both

developed and developing countries and regarded as the main cause of death throughout the world. Coronary heart

disease itself has been still being the leading cause of morbidity and mortality among adults in Europe and North

America. The early prognosis of coronary heart disease can help making decisions in changing lifestyle of high-

risk patients, thereby reducing complications of the disease. Therefore, the use of data mining algorithms could be

useful in predicting coronary heart disease. This study aimed to create a coronary heart disease prediction model

using logistic regression, with the help of statistical software R, based on the Evans heart disease dataset.

Keywords: Cardiovascular diseases, coronary heart disease (CHD), logistic regression model, Evans dataset.

1. INTRODUCTION

Cardiovascular diseases (CVDs) are caused by
disorders of the heart and bood vessels. CVDs
include coronary heart disease (CHD, heart
attacks), cerebrovascular disease (stroke), raised
blood pressure (hypertension), peripheral artery
disease, rheumatic heart disease, congenital
heart disease and heart failure. CVDs are
the leading cause of morbidity and mortality
worldwide, with 80% of total deaths occurring
in developing countries.! Based on the report
by WHO, in 2017, more than half (54%) of the
dealths around the world were caused 10 leading
causes, and CVDs which led to 15 million
dealths in 2015 constituted the largest group
of fatal diseases.? CVDs kill millions of people
annually and this value may be increased up to
24.8 million by 2020 if preventive measures are
not taken.?

In Vietnam, CVDs was among the top

*Corresponding author.
Email: lethanhbinh@gnu.edu.vn

10 leading causes of death in 2006, 2007 and
2009.4% Around 32% of deaths from non-
communicable diseases in rural areas are caused
by CVDs.®” For just coronary heart disease
(CHD), according to the WHO data published
in 2017 CHD deaths in Vietnam reached 58452
or 11.58% of total deaths. Evidently, the burden
of CHD will continue to rise unless effective
interventions for addressing its underlying risk
factors are put in place.

Early detection of complications helps
to treat CHD patients in a comprehensive way.
Therefore, medical communities attempt to find
a way for the accurate and timely prediction of
CHD by using new statistical techniques, such
as data mining techniques.® These techniques
can help to recognize the patterns and factors
influencing diseases.

The novel science of data mining is among
the 10 developing sciences which have made
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the next decade face enormous technological
evolutions. Using specialized knowledge, it
will have extensive applications in the domain
of medicine.”!® Predictive modeling of the risk
of CVDs can render valuable information for
planning of health care interventions. Over the
last decade, several models have been developed
and validated. The first well-known was
developed in the United States using data from
the Framingham study. This model, however,
might be less reliable in other populations and
has overestimated or underestimated the CVDs
risks in specific settings.!"!'> Accordingly, other
models were developed, such as the Systematic
Coronary Risk Evaluation model in Europe';
a risk model based on QRESEARCH database
in the United Kingdom'; the Prospective
Cardiovascular Munster study in Germany'
and a risk model based on database of CUORE
Cohorts Project in Italy.'®

In Asia, models to predict CVDs risk
have been developed in Thailand, China,
Japan, Malaysia, and Singapore. For all Asian
populations, a tool was developed on the basis of
six cohorts in this region (Asian model).'""'"22 In
Vietnam, with its own environment of biological,
behavioral, and social characteristics, there is
not yet a specific model to predict CVDs. The
largest survey on risk factors for CVDs done in
Vietnam applied the Framingham model only.*

The literature review showed that
different algorithms such as clustering, logistic
regression, decision trees, Bayesian network,
neural network, scaled conjugate gradient
(SCG) and support vector machine (SVM) have
been used for predicting CVDs.***  Among
these algorithms, logistic regression has some
advantages, such as high speed, simplicity.
Logistic regression belongs to a family, named
Generalized Linear Model (GLM), developed
for extending the linear regression model to
other situations. It is a widely used technique
because it is very efficient and does not require
too many computational resources.” Logistic
regression model output is very easy to interpret

compared to other classification methods. In
addition, because of its simplicity it is less prone
to overfitting than flexible methods such as
decision trees. For this reason, we would like
to use logistic regression in the present article in
order to create a prediction model of coronary
heart disease based on the Evans heart disease
dataset available in R (version 3.6.1).

2. METHODS AND DATA
2.1. Logistic regression model

The logistic regression model is a type of
predictive model that can be used when the
response variable is binary, meaning that there
are only two possible outcomes such as /ive/
die, disease/no disease, purchase/no purchase,
and win/lose. > In short, we want to model the
probability of getting a certain outcome, in effect
modeling the mean of the variable (which is the
same as the probability in the case of binary
variables). A logistic regression model can be
applied to response variables with more than
two categories; however, those cases are less
common.

As the responses are not on a continuous
measure and as such is not continuous, the use
of logistic regression differs somewhat from the
well-known linear regression, because, while
in both cases we are modeling the mean, the
mean in linear regression lies anywhere between
(-0, +o0) whereas the mean (or the probability)
in logistic regression lies between [0, 1]. Thus,
we are predicting the probability that Y is equal
to 1 (rather than 0) given certain cases of the
predictors X,..., X,** It is important to make the
distinction between these and linear regression
models so we can think about how the observed
data may be O or 1, but the predicted value may
lie between [0, 1]. For example, we might try
to predict the probability of whether a patient
will live or die based on the patient’s age as well
as the number of years of experience his or her
operating physician has.

The general form of the the logistic

regression model is*-°
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log( P1
1-ps

) = Bo+ B:iXy + ... +BuXp.

where p, is the probability that Y = 1 (the event),
given X,,..., X, are the predictors (covariates),
and f3;,1=1,2, ..., n are known as the regression
coefficients, which have to be estimated from
the data. One can see that logistic regression
model forms a linear combination of the
explanatory variables to impact the logit,
which is log{probability of event/ probability of
nonevent}.

2.1.1. Probability

Let probability p, denote success and (1 — p,)
denote failure with the results constrained to lie
between 0 and 1. On the probability scale, we
define®-°

explfo + B1X1 + ... + fnXy]
1 + explBy + BX1+ ... +BnXy]

1:

The constraints of 0 < p; < 1 make it
impossible to construct a linear equation for
predicting probabilities.

2.1.2. Odds

Odd is the ratio of the probability of an event
to the probability of a nonevent. For example,
flipping a coin and getting a head as an event
versus getting tail as the nonevent. On the odds
scale, we define?-3°
P1
1-p

= eXp[BO + lel + ... + Ban].

odds =

P1
1-pq
with 1 as the point for which both outcomes are
equally likely.

They are constrained by 0 < < oo,

2.1.3. Logits

Logit is the natural logarithm of the odds. On the

logit scale, we define?3°
; — — P1
logit(p;) = log odds = log (1 —p1)
= BO + lel + ... + Ban.

On this scale, we have linearity. The logits
are symmetric. They lie in the range — o to +o0 .
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The value that is equally likely for both outcomes
is 0. If the identification of the two outcomes
are switched, the log odds are multiplied by -1,
since log(a/b) = — log(b/a). The log odds of an
event relays equally the same message as the
probability of the event, so if a certain predictor
has a positive impact on the logit then it has the
same directional effect on the odds. When the log
odds take on any value between -oo and +oo, the
coefficients form a logistic regression equation
that can be interpreted in the usual way, meaning
that they represent the change in log odds of the
response per unit change in the predictor.*

2.2. Description of dataset

Data on coronary heart disease risk factors in
Vietnam are currently limited, whereas the
default installation of R comes with several
relevant built-in datasets. For this reason, to
illustrate the application of logistic regression
analysis in the current study, we’ll be working
on the Evans dataset in the lbreg package. The
data are from a cohort study in which 609 while
males were followed for 7 years, with coronary
heart disease as the outcome of interest. The
variables are defined as in Table 1.%

Table 1. Description of Evans dataset.

CHD | A dichotomousoutcome variable indicating
the presence (coded 1) or absence (coded
0) of coronary heart disesase.

CAT | A dichotomous predictor variable
indicating high (coded 1) or normal
(coded 0) catecholamine level.

AGE | A continuous predictor variable for age.

CHL | A continuous predictor variable for
cholesterol, mg/dl.

SMK | A dichotomous predictor variable
indicating whether the subject has ever
smoked (coded 1) or never smoked
(coded 0)

ECG | A dichotomous predictor variable
indicating the presence (coded 1) or
absence (coded 0) of electrocardiogram
abnormality

DBP | A continuous variable for diastolic blood
pressure, mmHg
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SBP | A continuous variable for systolic bood
pressure, mmHg

HPT | A dichotomous variable indicating the
presence (coded 1) or absence (coded 0)
of high blood pressure. HPT is coded 1
if the diastolic blood pressure is greater
than or equal to 160 or the systolic bood
pressure is greater than or equal to 95.

Furthermore, the readers should notice that
there is a slight difference about the notations.
Namely, the outcome variable (indicating
coronary heart disease) in the Evans dataset in
R is denoted by “CDH” instead of “CHD” as
described before. Accordingly, when executing
the R codes which will appear in this article, we
have to use “CDH” for the outcome variable.

3. RESULTS AND DISCUSSION
3.1. Data preparation

When working with a real dataset we need to
take into account the fact that some data might
be missing or corrupted, therefore we need to
prepare the dataset for our analysis. As a first step
we load the data.

# Load the required R package
library(lbreg)
# Load the dataset

T 1T s e R e R SR LT

-3 ] B &

=]
EhE

Figure 1. Missing values and observed values.

CHL

data(Evans)

# Give the dimensions of the dataset
dim(Evans)

# Give the names of the variables
names(Evans)

Then we get the following:

[1] 609 9

[1] “CDH?’ ‘GCATJ’ ‘GAGE’) ‘5CHL,7 65SMK?7
‘EECG” G(DBP” G‘SBP” CCHPT”

We introduce the is.na( )*'*? function as a
tool for finding missing values. By is.na(Evans),
we can verify that the Evans dataset has no
missing values. Moreover, a visual take on
the missing values might be helpful: the
Amelia package has a special plotting function
missmap()*'>? that will plot dataset and highlight
missing values. With the following R code,

# Load the required R package
library(Amelia)

# Draw a map of the missingness in the dataset
missmap(Evans, main=""", col=c(4,6))

we have the output as Figure 1. The “col”
parameter is to choose the colors we want.

E RAssrg ()
. Obsenedt {(100%)
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3.2. Model fitfing

R programing language makes it very easy to fit a
logistic regression model with the g/m (') function
and the fitting process is not so different from
the one used in linear regression. In this section,
we would like to fit a binary multiple logistic
regression model corresponding to the Evans
dataset and explain each step. We’ll now split
the data into two parts: training set for building
a predictive model and festing set for evaluating
the model.

# Split the data into two parts
train.data <- Evans[1:500,]
test.data <- Evans[501:609, ]

The function glm()*'*?, for generalized
linear model, is used to compute logistic
regression. We need to specify the option “family
= binomial”, which tells to R that we want to fit
logistic regression.

The following R code is to build a model
to predict the probability of being coronary heart
disease-positive (CHD-positive) based on all
the predictor variables available in the dataset.
This is done using “~.”. Using the summary()*'**
function, we obtain the results of our model as
described in Figure 2.

# Fit the model

model <- glm(CDH ~ ., data = train.data,
family = binomial)

summary(model) # Summarize the model
all:
glm{formula = COA =~ ., family = binomlal, daka = train.data)
Deviance Reslduals:

MLn 10 Medisn g Max

-1.1270 -0.5228 -0.4076 -0.3011 2.6B19

Coafficlenta:
Estimate S5td, Erxror = walus Pri=|z|)

(Intercopc) —T.18T040 1,832461 -3.511 8.15%e-(5 ®¢v

CAT 0.651742  0,422820 1.541 4.1232

HEE 0.039513 0.0ETAEL 2,217 0.0266 *®

CHL 0. 009155 0003634 2,518 Q.011g =

SME 0.749537 0,331131 2.265 0.0235% =

ECG 0.360553  0.323574  1.114  Q.265Z

DEp 0.024388 0.01711T7 1.423 a,.1542

ikl =0.315100 D.060%3I62 -1.613 a.1068

HET 0.412869 0, 12455 D.5%33 0.3506

Signif. codea: O ‘wsse Q001 st Q.01 Y 0,08 Y.t Q.1 M0

(Dispersion paramater for binomial family taken to be 1)

Hull devience: 358,68 oo 199 degrees of fresdom
Aazpidual deviance: 329,12 on 491 degress of fresdom
ATC: 347,12

Humber of Fisher Scoring iteratioms: 5

Figure 2. The results of the logistic regression.

From the output above, the coefficients
table shows the beta coefficient estimates and
their significance levels. Columns are:3'?

* Estimate: the intercept () and the beta
coefficient estimates associated to each predictor
variable.

» Std. Error: the standard error of the
coefficient estimates. This presents the accuracy
of the coefficients. The larger the standard error,
the less confident we are about the estimate.

e z value: the z-statistic, which is the
coefficient estimate (column 2) divided by the
standard error of the estimate (column 3).

* Pr(> |z |): The p-value corresponding to
the z-statistic. The smaller the p-value, the more
significant the estimate is.

3.3. Interpretation

Now we can analyze the fitting and interpret
what the model is telling us. First of all, it
can be seen that only 3 out of 8 predictors are
significantly associated to the outcome. These
includes: AGE, CHL and SMK. As for the
statistically significant predictors, CHL has the
lowest p-value suggesting a strong association of
the cholesterol concentration of the individuals
with the probability of being coronary heart
disease-positive (CHD-positive).

The coefficient estimate of the variable
AGE is 0.039513, which is positive. This means
that an increase in AGE is associated with
increase in the probability of CHD-positive.
Similarly for the variables CHL, SMK. We also
see that the coefficient estimate of the variable
SBP is negative (note that SBP is not statistically
significant), therefore an increase in SBP will be
associated with a decreased probability of being
CHD-positive.

On the other hand, recall that in the logit
model the response variable is given as
log odds = By + B1X; + ... +BnXn

The coefficients for CHL and SMK are
0.009155 and 0.749937, respectively. Since SMK
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is a dummy variable, being having ever smoked
increases the log odds by 0.749937, while one
unit increases in the cholesterol concentration
increases the log odds by 0.009155. As for the
predictor AGE, one unit increases in AGE will
increase the log odds by 0.039513.

From the logistic regression results, one
should notice that some variables (including CAT,
ECG, DBP, SBP and HPT) are not statistically
significant. Keeping them in the model may
contribute to overfitting. Consequently, they
should be eliminated to obtain an optimal
model with a reduced set of variables, without
compromising the model accuracy. Here, we
select manually the most significant variables:

# Fit the reduced model with only three
predictor variables

modell <- glm(CDH ~ AGE + CHL +
SMK, data = train.data, family = binomial)
# Summarize the reduced model
summary(modell)

The reduced model is named modell and
the results of this model, by summary(modell),
is given as Figure 3:

Cally
glmiformela = COM = AGE ¢ CHL + 38K, family = bisomisl, dsts = braimodacal
Devlance Reslduals:

H 12 Hedian 3 Hax
-1.0518 ~G.528% -0,4314 -0.33W0 F.BO061
Comfficiantay

Estimate 3td. Berok 3 valum Prl=lal)

|Tatarcepk] -5 960738  1.2361 b EA1 1, l&e-08 see
AIE 7221 DT 3081 Go0020% s
G 0L O0BE11 0003457 F.A4%1  6.013275 ¢
o B, 73303% 0. 325RE1 I,330 §.020B3 +

Eignif. padany O Versl D 001 ‘eF g @) MY 005 4,0 DD Y
{bdsperoion parameter for binonlal Fanily takes to ba 1)

Hull devimoce: 358.88 on 49% dagrees of Eoesdom
Feaidual devianca: 340.01 on #%6 degrees of fresdom
AIZ: 348,03
Bumber of Pisher Scoring itecations: 5

Figure 3. The results of the reduced model.
3.4. Making predictions
The reduced logistic model can be written as

p, = exp(-6.9607 + 0.0472xAGE + 0.0086xCHL
+0.753xSMK)/ [1 + exp(-6.9607 +0.0472x AGE
+0.0086xCHL + 0.753xSMK)],

where p, is the probability of being CHD-positive.
Using this formula, we’ll make predictions
using the testing data in order to evaluate the

performance of our logistic regression model.
The proceduce is twofold:

* Predictthe class membership probabilities
of observations based on predictor variables;

* Assign the observations to the class with
highest probability score (i.e. above 0.5).

The function predict()’** can be used
for predicting the probability of being CHD-
positive, given the values of the predictors.
Using the option type = “response” to directly
get the probabilities.

Predict the probabilities of being CHD-
positive:

# For easy data manipulation and visualization
library(tidyverse)

#Predict the probability of being CHD-positive
probabilities <- modell %>% predict(test.
data, type = “response”)

# See some first probabilities

head(probabilities)
The output is as follows:
501 502 503
0.12714064  0.10954876  0.13142426
504 505 506
0.07268374  0.14418855  0.36544538

Which classes do these probabilities refer
to? In our case, the output is the probability that
the coronary heart disease test will be positive.

Predict the class of individual: The
following R code categorizes individuals into
two groups based on their predicted probabilities
of being coronary heart disease-positive.
Individuals with probability above 0.5 (random
guessing) are considered as CHD-positive.

# Predict the class of individual
predicted.classes <- ifelse(probabilities > 0.5,

(13 EE Y

pos”, “neg”)
head(predicted.classes)

The output is as follows:

501 502 503 504 505 506
neg" "neg" "neg" "neg" "neg" "neg

" non nn nn n"non n
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3.5. Assessing model accuracy

The model accuracy is measured as the proportion
of observations that have been correctly
classified. 3" Inversely, the classification error
is defined as the proportion of observations
that have been misclassified. We now use the
following R code to compute the proportion of
correctly classified observations:33!

# Classify the individuals in the testing set.
test.data CDH <- if.else(test.data$CDH ==
1, “pos”, “neg”)
# Compute and display the model accuracy
accuracy <- mean(predicted.classes ==
test.data CDH)

print(paste(‘Accuracy:’, accuracy))

Then the output is as follows:
[1] “Accuracy: 0.880733944954128”

From above, the 0.88 accuracy on the
testing set is quite a good result. However, you
should keep in mind that this result is somewhat
dependent on the manual split of the data that we
made earlier.

In conclusion, with the ROCR package*?!,
we are going to plot the ROC curve and calculate
the AUC (area under the ROC curve) which are
typical performance measurements for a binary
classifier. The ROC?** is a curve generated by
plotting the true positive rate (TPR) against the

false positive rate (FPR) at various threshold
settings while the AUC? is the area under ROC
curve. As a rule of thumb, a model with good
predictive ability should have an AUC closer to
1 than to 0.5.

# Load the ROCR package

library(ROCR)

#Predict the probability of being CHD-
positive

probabilities <- modell %>% predict(test.
data, type = “response”)

pr <- prediction(probabilities, test.dataSCDH)
perf <- performance(pr, measure = “tpr”,
x.measure = “fpr”)

# Plot the ROC curve
plot(perf, xlab = “False positive rate”, ylab
= “True positive rate”, col = “blue”)

# Calculate and display the AUC

auc <- performance(pr, measure = “auc”
auc <- auc@y.values|[[1]]
print(paste(‘AUC:’, auc))

When excuting the above R code, we will
get the ROC plot as shown in Figure 4 and the
AUC:

[1] “AUC: 0.729967948717949”

Trum positve s
e oB
1 L

a4

a2

o 02 n4

. ¥
11 o 10

Fabae posina iale

Figure 4. The ROC plot.
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4. CONCLUSIONS

The process of disease prediction in medical
sciences is as a very important process for
decision-making and physicians need to know
the risk factors for different diseases. This
process can be facilitated by using statistical
methods and data mining algorithms, such
as logistic regression. In this study, we have
described how logistic regression works and
provided R codes to compute logistic regression.
Moreover, we demonstrated how to make
predictions and to assess the model accuracy.
The results of the current study showed that the
use of logistic regression can be very useful in
predicting coronary heart disease and a simple
coronary heart disease prediction model was
proposed, having the 0.88 accuracy on the testing
set, which allows physicians to predict CHD
risk in patients. As described before, several
CVDs (including CHD) prediction models are
available around the world in general and in
Vietnam in particular. These models vary in
different aspects such as the time horizon used,
characteristics of study population included,
predictor variables, and outcome, they may all
produce different results. Nevertheless, due to its
advantages, logistic regression is still a powerful
tool, especially in epidemiologic studies,
allowing multiple predictor variables being
analyzed simultaneously, meanwhile reducing
the effect of confounding factors. With the
gradual rise in CHD events among Vietnamese,
the prevention and treatment of CHD risk factors
are important public health concerns. Vietnam
should of course ideally have its own cohort to
feed models to predict CHD risk and validate
models for the national setting. Even building
an own Vietnamese model could be considered,
may be an adaptation of one of the existing
models. Because of the long time needed for
that, and because of resource constraints, the
suggestion that for Vietnamese populations, our
logistic regression model can provide valid and
reliable results should however be investigated
in further analyses using real-life data for
potential confirmation. Also, the current results
of the study may be useful to health planners and
will provide a basis for a further study on cost-

effectiveness modeling of CHD management. In
conclusion, we have to emphasize that further
research is needed to compare the performance
of different models, thereby identifying which
models are best for Vietnamese populations.

Acknowledgement

This study is conducted within the framework of
science and technology projects at institutional
level of Quy Nhon University under the project
code T2018.554.03.

REFERENCES

1. WHO.2002. The World Health Report: Reducing
Risks, Promoting Healthy Life, <https:/www.
who.int/whr/2002/en/>, accessed 05/02/2020.

2. WHO. 2017. The top ten causes of death,
< https://www.who.int/news-room/fact-sheets/
detail-/the-top-10-causes-of-death>,
05/02/2020.

3. WHO. 2018. Physical activity and older adults,
<https://www.who.int/dietphysicalactivity/
factsheet olderadults/en/>, accessed 07/02/2020.

4. N. P. Hoa, C. Rao, D. Hoy, N. D. Hinh, N. T.
K. Chuc, N. D. Anh. Mortality measures from
sample-based surveillance: evidence of the

accessed

epidemiological transition in Vietnam, Bulletin
of the World Health Organization, 2012, 90(10),
764-772.

5. Ngo D. A, C. Rao, N. P. Hoa, T. Adair, N. T.
K. Chuc. Mortality patterns in Vietnam, 2006:
findings from a national verbal autopsy survey,
BMC Research Notes, 2010, 3(1).

6. H. V. Minh, D. L. Huong, S. Wall, N. T. K.
Chuc. Cardiovascular disease mortality and its
association with socioeconomic status: findings
from a populationbased cohort study in rural
Vietnam, 1999 - 2003, Preventing Chronic
Disease, 2006, 3(3), 1-11.

7. D. L. Huong, H. V. Minh, U. Janlert, D. D. Van.
Socio-economic status inequality and major
causes of death in adults: a 5-year follow-up
study in rural Vietnam, Public Health, 2006,
120(6), 497-504.

8. P. Rezaei, M. Ahmadi, S. Alizadeh, F. Sadoughi.
Use of data mining techniques to determine

and predict length of stay of cardiac patients,
Healthe. Inform. Res., 2013, 19(2), 121-129.

Journal of Science - Quy Nhon University, 2020, 14(3), 27-36 | 35



KHOA HOC

TRUONG DAI HOC QUY NHON

9.

10.

I1.

12.

13.

14.

15.

16.

17.

18.

19.

R. Bellazzi, F. Ferrazzi, L. Sacchi. Predictive
data mining in clinical medicine: A focus
on selected methods and applications, Wiley
interdisciplinary reviews: WIREs data mining
and knowledge discovery, 2011, 1(5), 416-430.

F. Amato, A. Lépez, E. Pena-Méndez, P. Vanhara,
A. Hampl, J. Havel. Artificial neural networks in
medical diagnosis, J. Appl. Biomed., 2013, 11,
47-58.

J. Liu, et al. Predictive value for the Chinese
population of the Framingham CHD risk
assessment tool compared with the Chinese
Multi-Provincial Cohort Study, JAMA, 2004,
291,2591-9.

S. Kanjilal, et al. Application of cardiovascular
disease risk prediction models and the relevance
of novel biomarkers to risk stratification in Asian
Indians, Vasc. Health. Risk. Manag., 2008, 4,
199-211.

RM. Conroy, et al. Estimation of ten-year risk
of fatal cardiovascular disease in Europe: the
SCORE project, Eur. Heart. J., 2003, 24, 987-
1003.

J. Hippisley-Cox, et al. Derivation and validation
of QRISK, a new cardiovascular disease risk
score for the United Kingdom: prospective open
cohort study, BMJ, 2007, 335-136.

G. Assmann, P. Cullen, H. Schulte. Simple scoring
scheme for calculating the risk of acute coronary
events based on the 10-year follow-up of the
Prospective Cardiovascular Munster (PROCAM)
study. Circulation, 2002, 105, 310-5.

M. Ferrario, et al. Prediction of coronary
events in a low incidence population: assessing
accuracy of the CUORE Cohort Study prediction
equation, Int. J. Epidemiol., 2005, 34, 413-21.

P. Sritara, et al. Twelve-year changes in vascular
risk factors and their associations with mortality
in a cohort of 3499 Thais: the Electricity
Generating Authority of Thailand Study, Int. J.
Epidemiol., 2003, 32(3), 461-8.

Y. Wu, et al. Estimation of 10-year risk of fatal
and nonfatal ischemic cardiovascular diseases
in Chinese adults, Circulation, 2006, 114(21),
2217-25.

I. Saito, et al. A low level of C-reactive protein
in Japanese adults and its association with
cardiovascular risk factors: the Japan NCVC-
Collaborative Inflammation Cohort (JNIC)

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

study, Atherosclerosis, 2007, 194(1), 238-44.

H. Arima, et al. Development and validation
of a cardiovascular risk prediction model for
Japanese: the Hisayama study, Hypertens. Res.,
2009, 32(12), 1119-22.

C. Purwanto Eswaran, et al. Prediction models
for early risk detection of cardiovascular event,
J. Med. Syst., 2012, 36(2), 521-31.

I. Baik, et al. Dietary information improves
cardiovascular disease risk prediction models,
Eur. J. Clin. Nutr., 2013, 67(1), 25-30.

N. Q. Ngoc, et al. Cardiovascular disease
risk factor patterns and their implications
for intervention strategies in Vietnam, [Int.
J. Hypertens., 2012.

S. Desai, S. Giraddi, P. Narayankar, S. Sulegaon,
N. Pudakalakatti.
network versus logistic regression in heart
disease classification, J. Adv. Comput. Commun.
Technol., 2019.

N. Kausar, ef al. Ensemble clustering algorithm

Back-propagation neural

with supervised classification of clinical data
for early diagnosis of coronary artery disease,
J. Med. Imaging Health Inform., 2016, 6(1),78-87.

L. Guner, N. Karabacak, O. Akdemir, P.
Karagoz, S. Kocaman, A. Cengel, M. Unlu.
An open-source framework of neural networks
for diagnosis of coronary artery disease from
myocardial perfusion SPECT, J. Nucl. Cardiol.,
2010, /7(3), 405-13.

K. Orphanou, A. Stassopoulou, E. Keravnou.
DBN-extended: a dynamic Bayesian network
model extended with temporal abstractions
for coronary heartdisease prognosis, /EEE J.
Biomed. Health Inform., 2016, 20(3), 944-52.

J. Kim, J. Lee, Y. Lee. Data-mining-based
coronary heart disease risk prediction model
using fuzzy logic and decision tree, Healthc.
Inform. Res., 2015, 21(3), 167-74.

D. Kleinbaum, M. Klein. Logistic Regression: A
Self-Learning Text, Springer, 2010.

J. Wilson, K. Lorenz. Modeling Binary Corre-
lated Responses using SAS, SPSS and R,
Springer, 2015.

J. Ledolter. Data Mining and Bussiness analy-
tics with R, John Wiley & Sons, 2013.

Y. Li, J. Baron. Behavioral Research Data Ana-
lysis with R, Springer, 2012.

36 | Tap chi Khoa hoc - Truong Dai hoc Quy Nhon, 2020, 14(3), 27-36



KHOA HOC

TRUONG DPAI HOC QUY NHON

Tinh chinh quy Milyutin cia anh xa da tri

Nguyén Hiu Tron" ', Pao Ngoc Han?

L Khoa Todn va Thong ke, Truong Dai hoc Quy Nhon, Viét Nam.
2Khoa Gido duc Tiéu hoc va Mam non, Truong Dai hoc Quy Nhon, Viét Nam.

Ngay nhan bai: 26/02/2020, Ngay ding bai: 51/03/2020.

TOM TAT

Muc dich ctia bai bédo 1a nghién cttu nhing dic trung cho tinh chinh quy Milyutin ctia anh xa da tri thong
qua do déc dia phuong va do déc toan cuc clia ham bao nta lien tuc dudi ctia ham khoang céch lien két véi
anh xa da tri da cho. Bing cach st dung cac dic trung nay, ching toi thu duge tinh én dinh nhiéu ciia chinh

quy Milyutin.

Tw khéa: Tinh chinh quy métric, tinh chinh quy Milyutin, tinh on dinh nhiéu, do dic.

"Tac gia lién hé chinh.
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ABSTRACT

The aim of this paper is to study characterizations of Milyutin regularity of a set-valued mapping via the

local and non-local slope of the lower semicontinuous envelope of the distance function associated with this

set-valued mapping. By using of these characterizations, we get the stability under perturbation of the Milyutin

regularity.

Keywords: Metric reqularity, Milyutin reqularity, perturbation stability, slope.

1. INTRODUCTION

The emergence of metric regularity is increas-
ingly clear during last decades and considered
one of the important concepts of variational
analysis by its extensively applications in a large
amount of mathematical areas. This property is
studied by experts which obtained valuable
results such as implicit and inverse function
theorem and stability under small variations,..
It is also the basis for qualification conditions
in various calculus rules and optimally criteria,
etc. The reader is referred to many theoretical
results on the metric regularity as well as its

1-21

applications in works , and the references

given therein.

It is also known that metric regularity is one
of powerful tools to examine the solution exis-
tence of equations. For equations of the form
f(z) =y, where f : X — Y is a single-valued
function from a metric space X to metric space
Y, the condition ensuring the existence of

"Corresponding author:
Email: Nguyenhuutron@qnu.edu.vn

solutions is the surjectivity of f. As in nonlin-
ear analysis, regularity of a strictly differentiable
mapping at some point Z is equivalent to its
derivative at the point is onto.

However, variational analysis, especially op-
timization theory, appears the objects may
lack of smoothness: non-differentiable functions
at point of interest, set-valued mappings, etc.
Thus, the condition on the surjectivity of the
derivative mapping at the point may be failed.
One way to overcome this problem is to give an
upper estimation for the distance from a point
near a given solution Z of the generalized equa-
tion y € F(z) to the solution set F~l(y) in
terms of the residual d(y, F(x)). In applications,
the residual is able to calculate or estimate eas-
ily, meanwhile the finding the exact solution set
might be considerably more complicated. The
map F' : X = Y satisfying the above estima-
tion is said to be local metric regularity around
(Z,7), it means that there exist some positive

38 | Journal of Science - Quy Nhon University, 2020, 14(3), 37-45



SCIENCE

QUY NHON UNIVERSITY

numbers 7,0, p such that
d(z, F~}(y)) < md(y, F(x))
for all = € B(z,d) and y € B(y, p).

Due to the crucial role of metric regularity
theory in the areas of applied mathematics such
as optimization, fixed point theory, convergence
analysis of algorithms, economics, equilibrium,
control theory, so on, many authors extended
this property to non-local version. It found that
the non-local regularity can be started from
well-known Banach’s contraction map principle.
Extension of this principle on closed ball in a
complete metric space established a connection
between non-local regularity and fixed point of
maps. This was first observed by Arutynov 2,
Toffe ™15 and some years before Dmitruk, Mi-
Iyutin, Osmolovskii  in connecting to the ex-
tremal problems. The reader is referred to the
works 1016:19:23=25 for these developments. Be-
cause of many applications in such practical
problems, in recent papers "1°, Toffe presented
a complete model of non-local regularity and its
important applications. One of the most impor-
tant properties in this type is Milyutin regular-
ity. This type of regularity is associated with a
regularity horizon function that is convenient to
establish the criterion of regularity. In case of
Milyutin regularity, there is almost no gap be-
tween necessary and sufficient conditons in reg-
ularity criteria, but with any regularity horizon
function, this gap appears. The fact is that if
the considered set is an open set, then the reg-
ularity horizon function is positive on it. Thus,
dealing with Milyutin regularity, we do not need
to be interseted in points outside the set. That
is reason why the Milyutin regularity becomes
important in non-local context.

In this paper, we will characterize Milyutin
regularity via non-local and local slope as well
as its applications in establishing the stability of

the Milyutin regularity under pertubation.

The organization of paper is as follows. In
Section 2, we give some useful notations and
definitions such as openness, pseudo-Lipschitz,
metric regularity, Milyutin metric regularity and
their equivalence. We establish the non-local and
local slope characterizations for the Milyutin
regularity on fixed sets in Section 3. Section 4 is
dedicated for the stability of the Milyutin regu-
larity under suitable pertubation.

2. PRELIMINARIES

In this section, we present some essential defini-
tions and properties that will be used through-
out this paper. Let X and Y be metric spaces en-
dowed with metrics both denoted by d(-,-). Let
F: X =2Y is a set-valued mapping. We use the
notations gphF" := {(z,y) € X xY : y € F(x)}
for the graph of F, domF :={z € X : F(z) #
0} for the domain of F and F71 : Y = X
for the inverse of F. This inverse is defined by
Fly)y={reX : ye F(x)}, y €Y and
satisfies
(z,y) € gphF <= (y,z) € gphF ™.

Given z € X, r > 0, we denote by

B(z,r), B(z,r), the open and closed balls with
center & and radius r > 0, respectively.

In recent works 78, Toffe studied a nonlinear
non-local regularity model of set-valued map-
ping on a box U X V of X x Y. In this paper, we
suggest a new version of this property which is
slightly different from the mentionned one but
on aset of W C X x Y. Let W be a subset of
X x Y and a function v : X — R4 which is
positive on PxW and a function p: Ry — R4

Definition 2.1. Let X,Y be metric spaces, W
be a subset of X XY and let F': X =2 Y be a set-
valued mapping. F' is said to be (p, y)-metrically
regular on W if there exists a positive real num-
bers r, k such that

d(x, F~}(y)) < wu(d(y, F(z)) (1)
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for all (z,y) € W with 0 < ru(d(y, F(z))) <
v(x), where y(z) > 0, for all z € Py W.

Next, we introduce equivalent versions of the
regularity such as (v, u)-Holder property and
(7, )-openness of set-valued mappings.

Definition 2.2. Let X,Y be metric spaces, W
be a subset of X X Y and let F': X =2 Y be a
set-valued mapping. F' is (7, u)-Holder on W if
there are 7,k > (0 such that

d(y, F(x)) < ruld(z, u))
holds for all (z,y) € W,y € F(u) and 0 <
ru(d(z, u)) <7(z).

Definition 2.3. Let X,Y be metric spaces, W
be a subset of X X Y and let ' : X =2 Y be
a set-valued mapping. F'is (v, u)-open on W if
there are 7,k > 0 such that the conclusion

B(F(z), p(rt)) N Wy C F(B(x,krt))
fullfils for all x € PxW and 0 < t < ().

In the case W is a box U x V', one gets simpler
versions of the regularity above as the defintions
below.

Definition 2.4. F' is said to be 7y-metrically
regular on (U, V) if there is a 7,k > 0 such that

d(z, F~}(y)) < md(y, F(x))

provided z € U,y € V and kd(y, F(z)) < y(z).
In the case of 7 = k we denote by reg, F(U|V)
the lowest bound of such 7. If no such 7 exists,
set reg, F'(U|V) = co. We shall call reg, F(U[V)
the modulus (of rate) of y-metric regularity of

Fon (UYV).

Definition 2.5. F is said to have d-pseudo-
Lipschitz property on (U, V) if there is a A such
that

d(y, F(x)) < M(z,u)

if z € Uy e V,Md(z,u) < d(y) and y € F(u).
Denote by lip; F'(U|V') the lower bound of such
A. If no such A exists, set lipsF'(U|V) = oc.
We shall call lip;F' the d-Lipschitz modulus of
F such on (U, V).

Definition 2.6. F is said to be y-open (or 7-
covering) at a linear rate on (U, V) if there is a
r > 0 such that

B(F(z),rt) NV C F(B(z,1)),

if € U and t < y(z). Denote by sur, F(U|V)
the upper bound of such r. If no such r exists,
set sur, [ (U|V) = 0. We shall call sur,F" the
modulus (or rate) of y-openness of F on (U, V).

Proposition 2.7. (see 1) Let F : X = Y
be a set-valued mapping defined between metric
spaces X andY, U,V be subsets of X and Y re-
spectively, and v : X — R be a extended-valued
function which is positive on U. Then, the fol-
lowing three properties are equivalent

(i) F is y-open at a linear rate on (U, V);
(i) F is y-metrically regular on (U,V);
(iii) F~1 has ~-pseudo-Lipschitz property on
(V. U).

Moreover, under the convention that 0- 0o =1,
one has

sury F(U[V) - reg, F(UV) = 1,
reg, F(U|V) = lip, F~'(V|U).

By choosing the gauge function ~(z) is
m(z) = d(x,X \ U) with U be an open sub-
set of X, we get the Milyutin regularity of F' on
(U, V).

Definition 2.8. F is said to be Milyutin metri-
cally regular on (U, V) if there is a 7, k > 0 such
that

d(z, F~\(y)) < 7d(y, F(x))

provided z € U,y € V and rd(y, F(z)) < m(z).
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A special case of this property is U :=
B(z,r),m(z) :=r —d(z,z). When V =Y, we
say that F'is Milyutin regular on U. Then, we
write reg,, F'(U) rather reg,, F(U|Y). And, we
say that F' is globally regular if it is regular on
DomF x Y with v = oc.

Remark 2.9. Unlike the local regularity, the
domains U,V are essential elements of the defi-
nitions above. In the non-local case, the regular
domain cannot be freely changed.

Example 2.10. Let X = Y = R, F(z) =
{,3}, U = (0,1),V = (0,2). Then, F is 1-
regular on (U, V) with modulus 1 but F' is not
y-regular on (U, V') with V' = (0,3) for any
constant 7.

Indeed, one has that for x € U, y € V
such that d(y, F'(z)) < v(x). So, d(y, F(z)) <
1. Thus, d(y,F(z)) = |z — y|. Therefore,
d(z,FY(y)) = |z —y| = d(y, F(x)). It means
that F is 1-metrically regular on U x V'. How-
ever, F is not y-regular on U = (0,1), V' = (0, 3)
for any 7 because for x € U, there exists t > 0
such that 0 < x4+t < 1, then (3 —¢,3) C
B(F(z),t) n V' but (3 —¢,3) ¢ F(B(x,t)) =
(x—t,z+1t)U{3}.

3. CHARACTERIZATIONS
LYUTIN REGULARITY

FOR MI-

Let X be a metric space and let f : X — R
be a given function. As usual, Dom f := {z €
X : f(z) < +oo} denotes the domain of f. The
symbol [f(z)]+ stands for max(f(z),0). Recall
that the local slope |V f|(z) of a lower semicon-
tinuous function f at x € domf is the quantity
defined by [V f|(z) = 0 if z is a local minimum
of f; otherwise

. f(x) = fly)
= lim .
Vi) = fmsp = )

For = ¢ domf, we set |V f|(z) = +00. The non-
local slope of f is defined by

ey = =iy

For x ¢ domf, we set |T'f|(z) = +o0.

It is easy to see that if X be a normed
space and f is Fréchet differentiable at = then
IVIl(z) = [ f'(z)] and [V f|(z) < |T'f|(2) for all
reX.

Example 3.1. Let f : R — R be given as

g2, ifa >0,
flz) =

—z, ifz<0.

Since f attains the (global) minimum at z = 0,
IV£1(0) = |T'|(0) = 0. For z # 0, f is differen-
tiable, so we have |V f|(z) = 2z if x > 0 and
Vfl(z) =1if z <0.

We notice that if F' is any set-valued map-
ping, the distance function d(-, F(-)) is not gen-
erally a lower semicontinuous function. However,
the tools of variational analysis often require
the considered function to be lower semicontin-
uous. Therefore, instead of using the distance
function, we often use the lower semicontinu-
ous envelope (z,y) — @, (x) (which is always
lower semicontinous) of the function (z,y) —
d(y, F(x)) defined by, for (z,y) € X x Y,

ipy() = liminf d(y, F(u)).

We need two lemmas in the sequel.

Lemma 3.2. Let F: X =Y be a closed multi-
function, i.e., its graph is a closed set in X x Y.
Then, for eachy €Y,

F7l(y)={z € X+ gy(z) = 0}.

Proof. Indeed, if z € F~!(y), then 0 <
py(z) < d(y, F(z)) = 0, so gy(z) = 0. Con-
versely, suppose ¢,(z) = 0. There exists a
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sequence {Z}neny converging to x such that
d(y, F(z,)) converges to 0. Then, we can find
a sequence {vy}nen such that v, € F(zx,) and
d(y,v,) — 0. Since the graph of F is closed, then
(7,y) € gphF, ie. z € F1(y).

Lemma 3.3. Let X,Y be metric spaces, W be
a subset of X XY, let F': X =Y be a set-valued
mapping. If there are positive reals v, k such that

d(z, F~(y)) < ripy () (2)

for all (z,y) € W with 0 < ro,(x) < y(z) then
F is y-metrically reqular on W. Conversely, if
F is y-metrically reqular on the open set W of
X xY then (2) holds.

Proof. Because of p,(z) < d(y, F(z)) for all
(z,y) € W, if (2) satisfies then F is y-metrically
regular on W. Conversely, suppose that F' is v-
metrically regular on open subset W of X x Y.
Let now (z,y) € W such that 0 < ryg,(z) <
v(z), there exists a sequence x, € X converg-
ing to x such that d(y, F(x,)) = ¢y(x) when n
tends to co. Because of the openness of PxW
and z € PxW, z,, € PxW for sufficiently large
n. Thus, due to the regularity of F', and the
continuity of v, one has for sufficiently large n,
0 < rd(y, F(x,)) < y(z,). It follows that

d(n, F~(y)) < wd(y, F(z,)).

Let n tends to oo in this inequality, one gets

d(x, F~!(y)) < roy(2)-

The proof is complete.

The following result establishes the neces-
sary and sufficient condition for Milyutin regu-
larity through the nonlocal slope of the lower en-
velope of distance function (z,y) — d(y, F(z)).

Theorem 3.4. Let X be a complete metric
space and Y be a metric space, U C X,V C Y
be open subsets of X and Y, respectively and

let F': X =Y be a closed set-valued map-
ping. Then, if any x € U and y € V with
0 < Tpy(x) <m(z),

[Poy|(z) > 77,

then F'is Milyutin reqular on U X V' with mod-
ulus 7. Conversely, if F is Milyutin reqular on
U x V with modulus 7, forx € U and y € V
with 0 < 7o, (z) < m(z),

[Dy|(2) > 77"

Proof. For the sufficient condition, take x €
Uand y € V with 0 < ¢y(2) < 7m(x) such that

[Doy|(z) > 77" (3)

We shall prove that F' is Milyutin regular on
U x V with modulus 7. Indeed, take z € U and
y € V with 0 < 7d(y, F(z)) < m(z). If follows
that 0 < ¢,(z) < 7~ 'm(z). Fixing y € V and
applying now the Ekeland’s variational principle
for the function u — f(u) := ¢, (u), one can find
a point z € X satisfying the folowing conditions

(i) d(z,z) < m(z);
(i) f(z) + 77" d(x, 2) < f(2);
(iti) f(u)+71d(u, 2) > f(2),Vu # 2.

We shall prove f(z) = 0. Suppose the contradic-
tion that f(z) > 0. By (i), z € U. By (ii),

f(2) < f(x) =77 td(z, 2) <
<7t m(z) — 774 d(z, 2) < 77 im(2).
By (i),
Df|(z) <77h

This contradicts to (3). So, f(z) = 0. It implies
that y € F(z) From (ii), one obtains that

d(x, 2) < flx).
Thus,
7 d(x, F7Y(y)) < 771d(x, 2) <
< f(z) < d(y, F(z)).
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Consequently,
d(x, F~(y)) < 7d(y, F(2)).

One finishes the sufficient condition.

Conversely, suppose that F' is Milyutin reg-
ular on U x V with modulus 7. Take now x €
Uy € V with 0 < 7py(z) < m(x). Subse-
quently, taking into account Lemma 3.3,

d(z, F~'(y)) < 1oy (x).

Then, for every ¢ > 0, there is u € F~*(y) such
that

d(w,u) < (T+e)py(r) = (T+e)py (@)= (T+e)py (u).

Note that u # x and one gets

IPyyl(z) > (T +e)7"
Let € tend to 0, we obtain that
Poyl(z) > 77,

and we finish the necessary condition. The the-

orem is proved.

Using the local slope of the function men-
tioned above, one only gets the sufficient condi-
tion for the Milyutin regularity.

Theorem 3.5. Let X be a complete metric
space and Y be a metric space, U C X,V CY
be open subsets of X and Y, respectively and let
F: X =Y be a closed set-valued mapping. If for
any x € U and y € V with 0 < Ty (x) < m(x),

Veyl(z) > 77!

then F is Milyutin reqular on U x V with mod-

ulus .

Proof. The proof of this theorem is very sim-
ple with noting that |V f|(z) < [I'f|(z) for all
x € X. Therefore, if |Vi,|(z) > 77! then
ITy|(z) > 771, So, by Theorem 3.4, one ob-
tains the result.

However, the converse of this result is not
true in general and the results above can be ex-
tended to more general case when one considers
the regularity on an open subset W of X x Y

Theorem 3.6. Let X be a complete metric
space and Y be a metric space, W C X xY be
an open subset of X xY andlet F: X =Y be a
closed set-valued mapping. If for any x € PxW
and y € PyW with 0 < 1¢,(z) < m(z) =
d(z, X\ PxW),

[Pyl (x) > 771

then, F is Milyutin reqular on W with modu-
lus T. Conversely, if F is Milyutin reqular on W
with modulus T for any x € PxW andy € PyW
with 0 < 7oy (z) <m(z) =d(z, X \ PxW),

\Wy\(ﬂ«") 2 L

When F'is Milyutin regular on W we get the
following characterization.

Theorem 3.7. Let X be a complete metric
space and Y be a metric space, let W C X XY
be an open set. Let F': X =Y be a closed set-
valued mapping. m : PxW — Ry is Lipschitz
function on Px W with constant 1, p: Ry — Ry
is a gauge function. Then F is Milyutin reqular
on W if and only if

d(z,Wy)

liminf ¢ [To,|(z):  ye Py W, > 0.
040 py(2)
0< T <9

4. MILYUTIN REGULARITY UNDER
PERTURBATION

Using Theorem 3.7, we can establish the sta-
bility of the Milyutin regularity under suitable
perturbation.

Theorem 4.1. Let X be a Banach space and
Y be a normed space, U,V be open sets in X
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and Y, respectively. Let F': X =Y be a closed
set-valued mapping. If F is Milyutin reqular on
U x V with modulus 7, g : X =Y is Lipschitz
on U with constant A > 0 satisfying TA < 1 then
F + g is Milyutin reqular on W, where W :=
{(z,y) € XxY 12 € U,B(y—g(z),m(z)) C V}.

Proof. For in detail, see Ngai, Tron, Han?®.

5. CONCLUSIONS

In this paper, we established the characteriza-
tions for the Milyutin regularity of closed set-
valued mappings defined on the complete met-
ric spaces throughout the slopes of the lower
semicontinuous envelope assiciated to this map.
Then, by using obtained results in previous sec-
tions, we give the stability of the Milyutin reg-
ularity under perturbation.

Acknowledgement. "This research is con-
ducted within the framework of science and
technology projects at institutional level of
Quy Nhon University under the project code

12019.606.01."
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Mot bat dang thirc vé do chinh xac caa lwong tir
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TOM TAT

D6 chinh xac ciia lugng tit 13 mot van dé quan trong trong 1y thuyét thong tin lugng ti va 1y thuyét hén
don luong ti. Pai lugng nay do khoang cach gifta céc ma tran mat do hay con dugc hiéu la cac trang thai cia
lugng ti&. Mac dit dai lwong nay khong phai 13 mot metric tuy nhién né ¢ nhiéu tinh chat hitu dung gitp xéc
dinh mot metric trong khong gian cac ma tran mat do. Trong bai béo nay ching toi dwa ra va chtiing minh mot
bat ding thiic ¢6 tham s6 vé do chinh xéc ctia lugng tit. Hé qua 1 véi hai trang thai luong tit A va B sao cho
8 < ||A - B||1 < 16, bat dang thitc ma ching toi dua ra la mot truong hop lam chat hon cho bat dang thic

Fuchs-van de Graaf.

Tw khéa: Thong tin lugng tii, ham khodng cdch, trung binh nhan, d¢ chinh xdc.

"Tac gia lién hé chinh..
Email: vtdnk2012@gmail.com
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ABSTRACT

Quantum fidelity is an important quantity in quantum information theory and quantum chaos theory. It

is a distance measure between density matrices which are considered as quantum states. Although it is not a

metric, it has many useful properties that can be used to define a metric on the space of density matrices. In

this article, we prove a parameterized inequality for quantum fidelity. As a consequence, for quantum states A and

B such that % < ||A = BJ|1 < 16, our result is a refinement of the well-known Fuchs-van de Graaf ’s inequality.

Keywords: Quantum information, Function distances, Geometric mean, fidelity.

1. INTRODUCTION

Let H be the n—dimensional Hilbert space C™.
The inner product between two vectors x and
y is written as <x7y> or as x*y. We denote by
L(H) the space of all linear operators on H, and
by M, (C) (or simply M,,) the algebra of n x n
matrices over C. Denote by I the identity matrix
of M,,.

Every element A of £(H) can be identified
with its matrix with respect to the standard ba-
sis {e;} of C". We use the symbol A for this ma-

trix as well. We say A is positive semidefinite® if
<IE,A1‘> >0, for all z € H,

and positive definite if, in addition,
<:U,Ax> > 0, for all « # 0.

It is clear that a positive semidefinite matrix
is a positive definite matrix if only if it is invert-
ible. For convenience, we use the term positive
matrix for a positive semidefinite, or a positive
definite, matrix. Sometimes, if we want to em-
phasize that the matrix is positive definite, we
say that it is strictly positive. We use the nota-
tion A > 0 to mean that A is positive, and A > 0

‘Corresponding author.
Email: vtdnk2012@gmail.com

to mean it is strictly positive. We denote by AT
the transpose of matrix A and the adjoint matriz
A* as the complex conjugate of the transpose A .
If A = A* then we call A is Hermitian, we also
denote H,, as the real subspace of M, consist-
ing of Hermitian matrices. For each A € M,,, we
have A*A > 0. Therefore, we can define the ma-
trix |A| = (A*A)"/? which is called the absolute
value of A. This matrix can be also defined us-
ing functional calculus. We have a result!, A is
positive if only if A = B? for some positive ma-
trix B. Such B is unique. We write B = AY/2 or
B = +/A and call it the (positive) square root of
A. Evidently, A is strictly positive if only if B is
strictly positive.

The eigenvalues o;(A) of |A| are called sin-
gular values of A. If A € M, then the usual
notation is

where

01(A) > 09(A) > ... > 0,(A).

Let denote by D,, the cone of positive definite
matrices in M,,. The space of density matrices is
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defined as
D ={AeD,:TrA=1}.

Definition 1.1. Let A,B € D, be positive
semidefinite matrices. The fidelity®” between
two elements A and B is defined as

F(4,B) = [|VAVBI|, (1.1)

where ||.|[1 is Schatten 1-norm (trace norm),
[|Ally = Tr|A] = Trv AA*.

Alternatively, the trace norm of an operator
(or a matrix) A can be expressed as the sum of
n

its singular values, ||A|[1 = >_ 0:(A).

=1
In quantum theory, quantum fidelity is de-
fined for density matrices, and it can be general-
ized to the set of positive semidefinite matrices.
By (1.1), we have
125 41/2) /2
F(A,B):Tr(A 2B A /) .
Many researchers have paid attentions on dif-
ferent distance functions on D,, in the past few
years. One of the important distance functions is

the Bures distance!?

dy(A, B) = (Tr(A +B) - 2Tr((A1/QBA1/2)1/2)>1/ ’

dy(A, B) = (Tr(A+ B) — 2F (A, B))"/2.

When A,B € D}

. quantum fidelity have

3,5,7

several important properties®?’, which can be

proved in the sense of unital C*-algebras

(1) Bounds: 0 < F(A,B) < 1. Furthermore
F(A,B) =1iff A= B, while F(4,B) =0
iff supp(A) L supp(B).

(2) Symmetry: F'(A,B) = F(B, A).

(3) Unitary  Invariance:  F(A, B) =
F({UAU*,UBU*), for any unitary matrix
U.

(4) Concavity: F(A;tB + (1 — t)C) >
tF(A,B)+(1-t)F(A,QC), fort € [0,1] and
A,B,C €D,

(5) Multiplicativity: F(A ® B,C ® D) =
F(A,C)-F(B,D), for A,B,C,and D € D’..

(6) Joint concavity: F(tA+ (1 —t)B,tc+ (1 —
t)D) > tF(A,C) + (1 = t)F(B,D), for
t€[0,1] and A, B,C, and D € D;.

In'2, the authors considered the function
f(X) = Tr(AX + BX!) on D,. Using the
Frechet derivative of the function f(X) they
showed that the geometric mean Xy = A~'fB =
AY2(AVZBAY2)2 A=1/2 s the only critical
point of f(X). Hence, f(X) attains minimum at
Xo:

min f(X) = f(Xo) =
X>0 . )
Tr((A(A 4B) + B(A{B ))
2Tr(AY2BAY?)Y?2 = 2F (A, B).
They also use the block matrix techniques to

show the following: For positive definite matrices
A and B,

(1) F(A,B) = min VTr(AX)Tr(BX1).

9

(2) F(A,B) = I}I{la%iﬂTrX\ cA> XB1X*)
>

One of the most important inequalities

of quantum fidelity is Fuchs de Graaf’s

inequality%!!.

Theorem 1.1. (Fuchs-van de Graaf’s inequal-
ity) For two density matrices A and B € D}, we

have
1 1
1= 2l = Bl < F(4,B) < /1~ ll4 - BI2
(1.2)
Equivalently,
2~ 2P(A, B) < ||A - Bl|y < 2,/T— F(4, B
(1.3)
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The above inequality provides an upper
bound and lower bound of quantum fidelity. It
is also a tight relationship between different dis-
tances between A and B

The proof of the right inequality of (1.3) is
based on Uhlmann’s theorem* while the proof of
the left inequality of (1.3) based on the following
resultS.

Lemma 1.1. Let A, B € D,, be positive semidef-
inite matrices. It holds that

|A= Bl > [[VA - VB,

where ||.||2 is the Sheatten 2-norm,

4 = (Y o) "
=1

It is worth mentioning that it is difficult
to improve the Fuchs-van de Graaf inequality.
In'!, the authors established a lower bound for
F(A, B) as follows.

Let Ao = Amax(B Y/2AB1/2),
Amax(X) is used to denote the maximum eigen-

where

value of the matrix X. Then

=

0
|A— Bl

F(A,B)>1—
W21 e+

N =

2. MAIN RESULTS

In this section we establish an estimate for the
trace-norm of the difference for two density ma-
trices A and B and the fidelity of A and the
convex combination tA+ (1 —t)B,t € [0,1] of A
and B.

Before presenting the main result, let’s recall

the following well-known inequality®?:10

dy(4, B) < d}*(A, B),

where A, B € D,. This inequality was first
proved in C*-algebra setting by Araki in'?. How-
ever, we can prove this inequality by another way
as follows.

By Lemma (1.1), we have

1A= Bl > [[VA- VB3
= Tr(vVA-+vB)?
= Tr(A+B-2VAVB)
> TrA+TrB—-2F(A,B)
= dj(4,B),
where the last inequality follows from the fact
that

F(A, B) = Tr(AYV2BAY?)2 > Tr(AY2BY?),

which is the consequence of the famous Araki-
Lieb-Thirring inequality'®.

Theorem 2.1. Let A,B € D. and t € [0,1].
Then

VFA AaT (1= 0B > 1 (1-VA)|A-BI}"

Proof. Firstly, let us recall the Jensen inequality
for trace. Let f be a continuous and concave func-
tion on an interval J and m be a natural number.
Then for self-adjoint matrices X1, -, X,, with
spectra in .J,

Tr<f<§: A:x:A)) = 7o f: A F(X)A;),
i=1 i=1

where Ay, -+, Ay, satisfy Y AFA; = 1.
i=1
We have

F(A,tA+ (1—1)B)

= Tr[AV2(tA+ (1 —t)B)AY?]/?
= Tr[tA* + (1-t)A2BAV?)?
> Tr[tA+ (1—t)(AY2BAY?)1/2]
= t+(1-t)F(A,B),

where the inequality is valid according to the

1/2

concavity of the function  — x'/* and Jensen’s

trace inequality.
From dy(A, B) < d;/*(A,B) = [|A - BI|}/*,

we have

1
-0 -VDllA- Bl

< 110~ VDA, B)
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1— 1(1 - \/i)\/(z — 2Tr(AY/2BAY/2)1/2)

4
1-(1-vt)y/(1-F(4,B)).

Thus, it is necessary to prove

(ENON

Since 0 <t < 1,and 0 < F(A, B) < 1, squar-
ing both sides of this inequality, we have

t+F—tF>1-2(1-Vt)V1-F
+(1-Vt)*(1-F)
& (t-1D)1-F)+201-Vt)V1-F
~(1=Vi)’(1-F) >0
(1-v1)4
+2(1 - Vt)VI-F >0
& 20-VHVI-F—(1-F)]>0.

Vt+ (1 —t)F(A,B) > 1-

& (1-F)t-1)-

In the above transformations, F'is used to de-
note for F'(A, B). The last inequality is evident
because 0 < v/t < 1, and 0 < 1 — F(A,B) <
1. O

Remark 2.1. For t = 0, with ||A — BJ||; < 16
and from the theorem we have

F(A,B) > <1—f|rA BI}/*)2.

Let’s compare the value (1 — ||A BHI/Q)

and the value 1 — %HA — B||1 on the left-hand-
side part in the Fuchs-van de Graaf inequality.
By a simple computation, if ||A — BJ||; > 64/81
then we have

1/2\2 1
F(A,B) > (1—3l|A= B/ > 1~ Z]|A~B|..

Indeed, from the last inequality we have
1/2\2 1

<1—+|A B 2 1= Z[|4- Bl

1/2

& 1-gllA- Bl + |4~ Bl

1
>1--||A-B
>1- 5|4 Bl

F(4, B)).

A_B 1/2
=P (- 1) 20

which is equivalent to that
I|A — B||1 > 64/81.

Therefore, the main result is a refinement of
the Fuchs-van de Graaf inequality for a big set
of quantum states A and B.
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ABSTRACT

Using a recent result on intersection numbers over Grassmannians, we propose a characterization
for the degree of Fano varieties of linear subspaces on complete intersections in a complex projective
space in terms of the coefficient of a symmetric polynomial.

Keywords: Fano variety, degree formula.

1. INTRODUCTION

Let X be a general complete intersection of type
d = (di,...,d,) in the projective space P" over
the complex field C, provided that n,ds,...,d,
are natural numbers with n > 4,d; > 2 for all 7.
Recall that the Fano variety Fy(X) parametriz-
ing linear subspaces of dimension k contained in
X is a smooth subvariety of the Grassmannian
G(k+1,n+ 1) of linear subspaces of dimension
k in P", provided that

(k+1)(n—k)2i<dil—:k>

i=1
and X is not a quadric, in which last case
n > 2k + r is required' ~2. The degree of Fj,(X)
under the Pliicker embedding were formulated
by Debarre-Manivel (1998)? and Hiep (2016)°.

In this paper, we show that the degree of
Fi(X) can be expressed in terms of the coef-
ficient of a symmetric polynomial. For conve-
nience, we set

st ) = b+ D=0 -3 (1),
i—1

which is the expected dimension of Fj(X). Our
main result is the following:

"Corresponding author:
Email: ntmvanl8@gmail.com

Theorem 1. With the notations as above, if
d(n,d, k) > 0, then the degree of Fi,(X) under
the Pliicker embedding is given by

deg(Fy(X)) = AL k)

(k+ 1)
where c(n, d, k) is the coefficient of xj - - -z} in
the polynomial

P(n,d’k)<37(), ey Ty H((EZ — 1),
i#j
where

Pia k) (o, - on) = H H

1=1 a0+"'+ak:di,a1‘€N
(aowo + e + ak‘rk})(‘ro + e + Ik)é(n7d7k)'

The statement of Theorem 1 seems to be
similar to that of Debarre-Manivel (1998)2.
However, we here consider the coefficient of the
monomial x --- 2} in the product of the poly-

nomial P, 4 1y(To,...,7,) by the discriminant
A=T](wi—z)
i#j
instead of that of the monomial a7~z ~*

in the product of the same polynomial by the
Vandermonde determinant

V= H(l‘l - :L’j).

1<j
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In particular, our approach is completely dif-
ferent from that of Debarre-Manivel (1998)2.
We apply an integral formula for Grassmanni-
ans which has been recently explored by Hiep
(2019)® (see Theorem 3 below).

The rest of the paper is organized as follows:
Section 2 presents preliminary results. Section 3
presents the proof of the main theorem.

2. PRELIMINARY RESULTS

In this section, we review the basic notions and
results which are known.

2.1. Grassmannians and their Schubert
classes.

Let G(k,n) be the Grassmannian of k-
dimensional linear subspaces in a vector space
V' of dimension n. The tautological subbundle S
on G(k,n) is the vector bundle of rank k whose
fiber at W € G(k,n) is the vector subspace
W C V itself. The tautological quotient bundle
Q on G(k,n) is the vector bundle of rank n — k
whose fiber at W € G(k,n) is the quotient vec-
tor space V/W. The tangent bundle T on G(k,n)
is isomorphic to Hom(S, Q) = SV ® Q.

Let V be a flag in V, that is, a strictly in-
creasing sequence of linear subspaces

0OcVic---CV,,CV,=V,
where dim V; = 1.

For any sequence a = (aq,...,a;) of integers
with

n—-k>a >ay>--->a >0,
we define the Schubert cycle by ¥,(V), where
Y,(V)={W € G(k,n) :

dim(Vy_pyiza, NW) > dyi=1,... k}.

One can show that this is an irreducible subva-
riety of G(k,n) of codimension

k

lal = ax,

i=1

and its cycle class [X,(V)] does not depend on
the choice of flag. We then define the Schubert
class to be the cycle class 0, := [E4(V)].

To shorten the notation, we write ¥, in
place of £4(V), write ¥4, a,,0q,,..q, Whenever
a = (a,...,as0,...,0) and ¥, 0, whenever
a= (p,...,p,0,...,0) with ¢ the first compo-
nents equal to p. Then the cycle classes 0,1 =
1,...,n—Fkand oy:,9 =1,...,k are called spe-
cial Schubert classes.

The special Schubert classes are inti-
mately connected with the tautological bun-
dles on G(k,n), and both {01, 09,...,0,_} and
{o1,012,...,001} are minimal generating sets
for the Chow ring of G(k,n). More precisely, we
have the following statements.

Proposition 1 (Manivel (2001)!° and Eisen-
bud-Harris (2016)3). The Chern classes of S

and @Q are as follows:
CZ(S) = (—1)i0117 1= 1, ce ,k

and

CZ'(Q):O'Z‘, i:1,...,n—k.

By Corollary 3.5 in Eisenbud-Harris (2016),
the Schubert classes form a free Z-basis for
A(G(k,n)). The multiplication is determined by
the following formulas.

Proposition 2 (Duality formula). (See Corol-
lary 8.2 and Proposition 3.4 in Fisenbud-Harris
(2016)?) If |a| + [b] = k(n — k), we have

Oty i ai +bg—y =n—k foralli,
O Op =
0 otherwise.

Moreover, both (o,_1)* and (01:)"™* are equal
to the class of a point in the Chow ring of
G(k,n).

Proposition 3 (Pieri formula). (See Proposi-
tion 3.7 in Eisenbud-Harris (2016)®) For any
Schubert class o, € A*(G(k,n)) and any integer
1 with 0 <i<n-—k, we have

O'a'O'Z‘ZE Oc
c

where the sum is over all ¢ withn —k > ¢; >
ap>cy> > > ap >0, and |c| = |a| + 1.
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Proposition 4 (Giambelli formula). (see Sec-
tion 1.5 in Griffiths-Harris (1978)°) For any
a=(a1,...,ax) withn—k>a >ag > - >
ap > 0, we have

0 = det(0a;4j—i)1<ij<k

where o9 = 1 and o, = 0 whenever m < 0 or
m>n—k.

Pieri’s formula shows how to determine the
product of an arbitrary Schubert class and a spe-
cial Schubert class. Giambelli’s formula shows
how to express an arbitrary Schubert class in
terms of special ones. Therefore, both formulas
give us an effective way to determine the prod-
uct of two arbitrary Schubert classes.

2.2. Splitting Principle.

The splitting principle is a useful technique for
reducing questions concerning vector bundles to
questions concerning line bundles.

Let E be a vector bundle of rank r on a va-
riety X. The splitting principle says that we can
regard the Chern classes of E as the elementary
symmetric polynomials in r variables «; for all
i =1,...,r, which are called the Chern roots of
E. More precisely, we have

C()(E) = 17

CI(E) = Z ajg,
1<i<r

c(F) = Z Qi
1<i<j<r

(E)=a1as...qp.

By the splitting principle and the Chern roots,
one has the following statements.

Proposition 5. (See Remark 3.2.3 and Exam-
ple 3.2.6 in Fulton (1997)*) Let E and F be two
vector bundles with Chern roots (o;); and (B;);,
respectively. Then we have the following state-
mants:

(i) EV has the Chern roots (—«;);. Hence
cr(EY) = (=1)*cp(E) for all k.

(ii)) E® F has the Chern roots
(i + Bj)ij-
(iii) Sym? E has the Chern roots
(i 4+ iy )iy <o <ig-
(iv) NE has the Chern roots
(Qviy + - 4 iy)iy <<y

Here we denote by Sym® E the d-th symmetric
power of E, and AYE the d-th extorior power of
E.

Example 1. Let E be a vector bundle of rank
2 on a variety X of dimension 4. We want to
compute the Chern classes of Sym® F in terms
of the Chern classes of E. If a; and o are the
Chern roots of E, then Sym?® E has the Chern
roots 3o, 2a + g, ap + 209, 3. Thus we have

cl(Sym3 E) =301 + 201 + as + a1 + 205 + 30y
= 6(0[1 + Oéz)
- 661(E)

Similarly, we have

c2(Sym?® E) = 11¢1(E)* + 10c2(E),
3(Sym® E) = 6¢1(E)? + 30¢1 (E)ca(E),
c4(Sym?® E) = 18¢1(E)*cy(E) + 9¢o(E)%.

2.3. Fano varieties: the hypersurface
case.

Let X be a general hypersurface of degree d in
the projective space P™ over the complex field
C. The Fano variety Fj,(X) is defined to be the
set of k-dimensional subspaces of P which are
contained in X. This is a subvariety of the Grass-
mannian G(k+1,n+1). For convenience, we set

6:(k+1)(n—k)—<dzk>.

Suppose that d # 2 (or n > 2k +r) and § > 0.
Langer (1996)” showed that FJ,(X) is smooth of
expected dimension d. By the language of Schu-
bert calculus, Debarre-Manivel (1998)? showed
that the degree of Fi(X) is equal to a certain co-
efficient of an explicit polynomial, gives as the
product of linear forms. Hiep (2016)° proposed
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and proved an explicit formula for computing
the degree of Fi(X) via equivariant intersection
theory.

Consider the diagonal action of T = (C*)"*!
on P" given in coordinates by

(toy - wvtn)(zo oot @n) = (toxo & ... @ tpy)

This induces an action of T" on the Grassman-
nian G(k 4+ 1,n + 1) with (Zﬁ) isolated fixed
points L; corresponding to the coordinate k-
subspaces in P, which are indexed by the sub-
sets [ of size k+ 1 of the set {1,...,n+ 1}. Let
T denote the set of all these subsets. Then the
degree of Fi(X) can be expressed as a sum of
rational polynomials, where the sum ranges over
all elements I of T.

Theorem 2. (See Theorem 1.1 in Hiep
(2016)°) Let X C P™ be a general hypersurface
of degree d and k < n be a positive integer. Then
the degree of the Fano variety Fy,(X) can be com-
puted by the following formula

S1QS
T,

deg(F3 (X)) = (-1)")

Ier

where

Sr= ] <Z v,-h,-) ,

0ENYcpvi=d \i€l

Q[ = Zhj and T] = HH(}LZ — h])

jel i€l 5l

are polynomials in Clhy, ..., hyt1].

Remark 1. The right-hand-side of the formula
in Theorem 2 is the sum of rational polynomi-
als, and the above theorem claims in other words
that it is in fact a constant function, moreover it
is an integer. Namely, for any numbers h; such
that h; # h; for ¢ # j, the right-hand-side of the

formula becomes the same integer.

Example 2. Let £k =1 and X C P? be a gen-
eral cubic surface. In this case, the Fano variety
Fi(X) has the expected dimension § = 0. The
degree of F1(X) can be computed as follows:

deg(Fi(X))= )
{i1,i2}C{1,2,3,4}
3hiy (2R, + hiy)(hi, + 2hi,)3hi,

(hi1 - hj1)(hi1 - hj2)(hi2 - hj1)(hi2 - hj2)’
where {j1, 72} is the complement of the subset
{i1,92} in the set {1,2,3,4}. After simplifying,
we obtain the degree of Fy(X) is 27 as desired.

2.4. Intersection numbers on Grass-
mannians.

Consider the following intersection number on
the Grassmannian G(k,n)

| )
G(k,n)

where ®(S) are respectively characteristic
classes of the tautological sub-bundle S.

Using an identity involving symmetric poly-
nomials, Hiep (2019)® expressed the intersection
number in terms of a coefficient of a certain
monomial in the expansion of a symmetric poly-
nomial.

Theorem 3. (See Corollary 1 in Hiep (2019)%)
Suppose that ®(S) is represented by a symmetric
polynomial P(x1,...,x1) of degree not greater
than k(n—k) in k variables x1, ...,y which are
the Chern roots of S. Then we have the following
formula:

n_iy C(k,n
R ORISE T
G(k,n) :
n—1

where c(k,n) is the coefficient of 7" .. .z,
in the polynomial

P(xy,... ) H(:UZ — ;).
J#i

2.5. Debarre-Manivel’s result.

As mentioned in the introduction, our main re-
sult seems to be similar to that of Theorem 4.3
in Debarre-Manivel (1998)2. Let us recall the re-
sult of Debarre-Manivel for comparison.
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Theorem 4. (See Theorem 4.3 in Debarre-
Manivel (1998)*) With the notations as men-
tioned in the introduction and d(n,d, k) > 0.
Then the degree of Fi,(X) under the Plicker em-
bedding is given by

deg(Fi(X)) = e(n, d k),

where e(n,d,k) is the  coefficient  of
a2t i the polynomial
P(n,d,k)<x07 e ,mn) H(Iz — Ij).
1<j

Example 3. Let us come back Example 2
above. By the statement of Theorem 4, the de-
gree of Fi(X) can be computed as follows:

deg(Fl (X)) = 6(3) (3)7 1)7

where e(3, (3),1) is the coefficient of z3z7 in the
expansion of the polynomial

31‘0(2$0 + 1‘1)(.@0 + 2:1)1)3:[‘1(1’0 — $1).

After expanding, we obtain e(3,(3),1) = 27,
then the degree is 27 as desired.

3. PROOF OF THEOREM 1
We first prove the following lemma.

Lemma 1. (see Proposition 6.4 in FEisenbud-
Harris (2016)° and Lemma 8 in Hiep-Tu-Van
(2019)7) Let X C P" be a general complete in-
tersection of type (di,...,d.). The variety F' =
Fy(X) is the zero locus of a global section of the
vector bundle

F= éSymdi SV,

i=1
Proof of Lemma 1. Assume that X is the
intersection of r hypersurfaces Xi,..., X, with

deg(X;) = d; for all i. Each Fy(X;) is the zero
locus of a global section s; of Sym® SY. Thus
the variety F', which is the intersection of the
Fi(X;), is the zero locus of a global section
s = (s1,...,8;) of the vector bundle F.

We now prove Theorem 1. By the Gauss-
Bonnet formula (see, for example, Section 3.5.3
in Manivel (2001)'%), the class of Fj,(X) is the

top Chern class of the vector bundle F. If
d(n,d, k) > 0, then the degree of Fj(X) can be
expressed as follows:

deg(Fi(X)) =

r

/ HCtop(Symdi S\/) . CI<S\/)(5(71,Q,IC)7
G(k+1,n+1) ;2

where ciop (E) is the top Chern class of the vector
bundle E. By the splitting principle, the char-
acteristic class

H Crop(Sym® §V) - ¢ (SY)° (k)
i=1

is represented by the symmetric polynomial

(1) EDER Py (o, - - ).

Note that g, ...,z are the Chern roots of the
tautological sub-bundle S on the Grassmannian
G(k+1,n+1). By Theorem 3, Theorem 1 fol-
lows.

Example 4. Let us come back Example 2
above. By the statement of Theorem 1, the de-
gree of F1(X) can be computed as follows:

c(3,(3),1)

deg(F1(X)) = TR

where ¢(3, (3), 1) is the coefficient of 2323 in the
expansion of the polynomial

3z (2x0 + x1) (20 + 221)321 (20 — 1) (21 — Z0).

After expanding, we obtain ¢(3,(3),1) = 54,
then the degree is 27 as desired.
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Anh hwéng cua ty 1é mol giira ion kim loai/axit citric
va nhiét dé nung dén cau tric va hoat tinh quang xuc tac
cua YFeO,

Duong Pirc Lwong, Nguyén Vin Thing"

Khoa Khoa hoc Ty nhién, Truong Dai hoc Quy Nhon, Viét Nam

Ngay nhdn bai: 11/03/2020; Ngay nhdn dang: 15/04/2020

TOM TAT

Vit ligu FeYO, tong hop thanh cong bang phuong phap sol-gel dd duoc khao sat ddc trung bang phuong
phap nhiéu xa tia X, kinh hién vi dién tir quét, phwong phap phd hong ngoai, phuong phap phd phan xa khuéch tan
tir ngoai kha kién. Anh huong cua diéu kién tong hop vt liéu nhu ty 18 mol gitta kim loai/axit citric, nhiét d6 nung
dén cAu trac va hoat tinh quang xtic tac cta F eYO, da dugc khdo sat mot cach c6 he thdng. Két qua thuc nghiém
cho thay, tat ca cac vat liéu YFeO, thu dugc c6 hoat tinh quang xtic tic trong ving anh sang kha kién thong qua su
phan hity xanh metylen trong dung dich nuée. Cuy thé, vat liéu YF €O, dugc thiéu két & 900 °C g véi ty 1é mol 1:2
ctia kim loai va axit citric cho hiéu sudt quang xuc tc tot nhat so véi cc vat lidu YFeO, duge tong hop trong cling
diéu kién nhung duoc nung & nhiét do khéc.

Tur khéa: YFeO,, phuong phdp sol-gel, quang xiic tdc, dnh sang nhin thay va xanh methylen.

‘Tac gia lién hé chinh.

Email: nguyenvanthang@gqnu.edu.vn
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Influence of molar ratio of metal ions to citric acid
and annealing temperature on structure and photocatalytic
properties of YFeO, photocatalysts synthesized
by sol-gel method

Duong Duc Luong, Nguyen Van Thang"

Faculty of Natural Sciences, Quy Nhon University, Vietnam

Received: 11/03/2020; Accepted: 15/04/2020

ABSTRACT

YFeO, materials, which were successfully synthesized by the sol-gel method, were characterized by X-ray
diffraction (XRD), Scanning Electron Microscopy (SEM), Fourier Transform Infrared Spectroscopy (FT-IR), and
Ultraviolet-Visible Diffuse Reflectance Spectroscopy (UV-Vis DRS). The influence of the synthesizing conditions
such as the molar ratio of metal ions to citric acid, and the annealing temperature on the structure and photocatalytic
properties of YFeO, samples has been systematically investigated. The experimental results show that all obtained
YFeO, samples exhibit photocatalytic activities under the visible light region through the photodegradation of
methylene blue (MB) in an aqueous solution. Specifically, the YFeO, sample, which was synthesized with the
molar ratio of 1: 2 metal ions/citric acid and annealed at 900 °C, shows the highest photocatalytic degradation
efficiency compared to YFeO, samples synthesized under the same conditions but annealed at other temperatures.

Keywords: YFeO, photocatalysts, sol-gel method, photocatalysis, visible-light irradiation, and methylene blue

degradation.

1. INTRODUCTION

Environmental concerns, especially water
pollution, have been a leading challenge for
humanity over the years due to the population
and economic growth. Many different methods
of treating contaminated water have been
reported.! However, these methods have proved
ineffective because they do not completely
remove pollutants or are time-consuming and
costly in operation. Therefore, the search for
new and more effective water treatment methods
is essential.

Recently, amethod that has been researched
and applied by scientists in the treatment of
polluted water is the use of photocatalytic materials

“Corresponding author.
Email: nguyenvanthang @ gnu.edu.vn

in order to decompose toxic organic compounds
in water.> Among various photocatalysts, TiO,-
based catalysts have been extensively studied
owing to its high physical and chemical stability,
low production cost and high photocatalytic
activity under irradiation of UV light.*”7 Due
to the wide band gap (Eg) (= 3.2 eV), however,
TiO, is limited in its application under visible
light.* Hence, it is less effective when used
as photocatalysts in the visible light region.
Visible light is a source of 43% of the sun's
energy spectrum, a source of clean energy and is
considered endless. Thus, it is highly desirable to
look for photocatalysts with a narrow band gap
so that they have high photocatalytic activity
under the visible light irradiation.
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In the search for new materials over the
years, iron-based (III) semiconductors such as
Fe,O,, FeBiO, and especially YFeO, become
more and more attractive since they have a
narrow band gap and thus effectively operating
under the irradiation of visible light.%° However,
YFeO, is thermodynamically unstable and can
be converted to a more stable form Fe O, or
Y,Fe O, at high temperatures, so it is difficult
to synthesize pure YFeO,." On the other hand,
most current methods for synthesizing YFeO,
require high-temperature annealing, resulting
in a high-energy consumption and the creation
of large particle size materials. Therefore, it is
highly desirable to optimize the synthesizing

conditions for YFeO,.

This work focuses on the fabrication of
YFeO, photocatalysts by the sol-gel method.
The influence of both the molar ratio of metal
ions to citric acid and the annealing temperature
on the crystal structure, surface morphology,
and methylene blue (MB) photodegradation
efficiency of obtained YFeO, materials was
systematically investigated.

2. EXPERIMENT
2.1. Chemicals

The chemicals used in our experiments were
yttrium oxide (Y,0,, 99.99% purity), citric

273

acid (C,H,O,, 98% purity), iron(Ill) nitrate

nonahydrate (Fe(NO,),.9H,0, 98%), methylene
blue (C, H (N,SCI) and nitric acid (HNO,, 65%).

2.2. Synthesis of YFeO, by the sol-gel method

In order to prepare YFeO, samples by the sol-
gel method, 3.513 g of Y,0, and 12.560g
of Fe(NO,),.9H,0 were dissolved in 100
mL of HNO, 1 M in a 250 mL glass beaker
by magnetically stirring constantly at room
temperature. When the mixture became
transparent, different amounts of citric acid was
added and continuously stirred for 24 hours.
After that, the temperature was increased to 80°C
and constantly stirred for 2 hours to create the
sol. In order to obtain the gel, the temperature
was raised to 100 °C to remove water molecules

from the sol. When the water evaporates, the sol
changes into a highly viscous gel. The obtained
gel was dried in an oven at 200 °C for a period
of 2 hours. At this temperature, the gel burns
and releases NO, gas from the gel layer, causing
a significant increase in the gel volume. As a
result, a yellow-brown powder called a dry gel
was obtained. The powder was then annealed at
various temperatures between 700 to 1000 °C for
5 hours in the air to obtain the final products. The
resultant samples were denoted as YFeO,.850.
(I'm) (n=1, 2, 3 and 4) and YFeO,.T(1:2) (T =
700, 800, 900 and 1000) for samples annealed at
850 °C with different molar ratios of metal ions
to citric acid and samples annealed at different
temperatures, respectively.

2.3. Material characterizations

XRD patterns of obtained samples were collected
at room temperature by means of a D8 Advance
Brucker diffractometer operated at 40 kV and
100 mA with Cu-Ka radiation (A, = 1,5406 A)
in a 20 range between 20° and 80° at the step of
0.03°. FT-IR spectra of obtained samples were
recorded by means of an IRAffinity-1S in the
spectra range of 4000 to 400 cm'. The optical
properties of obtained YFeO, photocatalysts
were investigated by UV-Vis DRS using a
UV-Vis spectrometer Jasco-V670. The particle
size and surface morphology of the samples
were investigated by SEM carried out on Nano
SEM-450.

2.4. Photocatalytic activities of YFeO,

Photocatalytic activities of the obtained
YFeO, samples were evaluated through the
photodegradation of MB in an aqueous solution
under the visible light irradiation. Typically,
0.1 g of the photocatalyst was added to 80 mL
of MB solution (concentration of 10 mg/L) in
a 250 mL glass beaker. After that, the mixture
was continuously stirred in the dark for 2 hours
in order to allow the adsorption and desorption
processes of MB molecules on the surface
of the photocatalyst to reach the equilibrium
before investigating its photocatalytic activities
under the irradiation of a tungsten filament
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lamp 60 W — 220 V in a period of 6 hours. At
certain irradiation intervals, 7 mL of the mixed
suspension was taken out and centrifuged to
remove the photocatalyst from the mixture (6000
rpm, 20-minute centrifugation time). The residual
MB concentration as a function of the irradiation
time was analyzed by collecting variation of the
absorbance at 663 nm using UV-Vis CE-2011
spectrometer. MB photodegradation efficiency
is calculated by the following formula:

H:C”_C 100
C

o

In which, C_ is the initial concentration of
MB and C is the remaining concentration of MB
after each corresponding irradiation time.

3. RESULTS AND DISCUSSION

3.1. Effect of the molar ratio of metal ions
to citric acid on the crystal structure,
surface morphology, and methylene blue
decomposition efficiency

With the aim to optimize the lattice crystal
structure of YFeO, materials, different molar
ratios of metal ions to citric acid (1:1, 1:2, 1:3
and 1:4) were employed during the sample
synthesis.

3.1.1. Effect of the molar ratio of metal ions to citric
acid on the crystal structure

The structure of the obtained YFeO,.850(1:n)
samples was investigated by both XRD and FT-
IR. Figure 3.1 shows the XRD patterns collected
at room temperature for the YFeO,.850(1:n)
samples.
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Figure 3.1. XRD patterns for YFeO,.850(1:n) samples.

As can be clearly seen in Figure 3.1,
the diffraction peaks of the YFeO,.850(1:n)
samples are completely consistent with the
JCPDS Card No0.39-1489. This indicates that
all YFeO,.850(1:n) samples crystallize in the
orthorhombic structure (space group Pnma(62))
with deformed perovskite structure ! and have the
lattice parameters @ = 0,5588 nm, b = 0,7595nm,
¢ = 0,5274 nm. The main diffraction peaks are
at 260 = 25.9, 31.9, 33.1, 33.9, 47.3, 53.4 and
60.2° which correspond to the crystal planes
of (111), (200), (121), (002), (040), (311) and
(042), respectively. The intensity of diffraction
peaks is relatively high, indicating that the
obtained materials have high crystallinity. The
position and intensity of all diffraction peaks do
not change much, suggesting that the molar ratio
of metal ions to citric acid hardly changes the
crystal structure of the synthetic materials.

Table 3.1. Variation of average crystallite size for
YFeO,.850(1:n) samples

YFeO.850(1:n)
1:1 1:2 1:3 1:4

Sample

Average
crystallite | 19.322 | 17.058 | 16.657 | 17.148

size (nm)

The average crystallite size of YFeO,
samples was calculated by applying the Debye
- Scherrer formula to the max intensity peak
(121), which was fitted with the OriginPro
8.5.1 software to identify the peak position
and the full-width-at-half-maximum. The results
obtained in Table 3.1 show that all samples have
small crystallite size (< 20 nm), in which the
sample corresponding to a molar ratio of 1:1
between the number of metal ions and citric acid
has the largest crystallite size.

The FT-IR spectra of YFeO, samples after
annealing at 850 °C for 5 hours shown in Figure
3.2 consist of four main absorption regions: the
first one corresponds to a broad absorption band
at 3700 - 3200 cm™ due to the O-H stretching of
the free moisture in the air '; the second region
corresponds to peaks at 2353 cm due to the
oscillation of the C = O group of CO, present in
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the air 13; the third region corresponds to a wide
absorption band at 1572 - 1385 cm™ which may
be attributed to the stretching of C-O bonds '*; the
fourth region corresponds to the characteristic
absorption band at 568 cm' due to the Fe-O
stretching mode of the ortho-ferrite systems '*!5.
When changing the molar ratio of metal ions to
citric acid, there are no additional peaks on the
FT-IR spectra, indicating that the change in the
molar ratio of metal ions and citric acid hardly
affects the lattice crystal structure of obtained
YFeO, samples. This is in a good agreement with
the XRD analysis.

YFeO3.850(1:1)
h\/—‘\\r\\\V\/\/JY/FC_OfO,(B)\A

YFeO4.850(1:3)

Transmittance (%)

YFeO.850(1:4)

W

3500 3000 2500 2000 1500 1000 500
Wavenumber (cm'l)

Figure 3.2. FT-IR spectra of YFeO,.850(1:n) samples

3.1.2. Effect of the molar ratio of metal ions to
citric acid on the surface morphology

SEM has been used to investigate the effect of
the molar ratio of metal ions to citric acid on
the surface morphology of YFeO, samples. The
SEM images of the YFeO, samples synthesized
by the sol-gel method and annealed at 850 °C
for 5 hours with different molar ratios of metal
ions to citric acid in Figure 3.3 show that the
particle size of all samples was at the nanoscale.
Moreover, for the samples with the molar ratios
of 1:3 and 1:4 between metal ions and citric acid,
the particles are more uniform and have less
cohesion than samples with the molar ratios of
1:1 and 1:2 between metal ions and citric acid. It
is worth noting that the crystallite size calculated
by XRD is the smallest — mostly like a single
crystal in powder form. Since particle may be
present as a single crystal or an agglomeration
of several crystals, the particle size determined
by SEM is always larger than the crystallite size.

N

o S 8 _
Figure 3.3. SEM images of YFeO,.850(1:1) (a);
YFeO,.850(1:2) (b); YFeO,.850(1:3) (c);
YFeO,.850(1:4) (d)

3.1.3. Effect of the molar ratio of metal
ions to citric acid on the methylene blue
photodegradation efficiency

In order to study the effect of the molar
ratio of metal ions to citric acid on the MB
photodegradation efficiency, the C/C versus
the irradiation time is plotted and shown in
Figure 3.4. In which, C  is the concentration of
MB solution after stirring 2 hours in the dark
and C is the concentration of MB solution after
irradiation time t (h). The results show that the
sample corresponding to the molar ratio of 1:2
between metal ions and citric acid had a faster
decrease in the concentration of MB than other
samples synthesized under the same conditions
but with different molar ratios of the metal ions
to citric acid.
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Figure 3.4. The C/C of MB as a function of the irradiation

time for the blank and YFeO,.850(1:n) samples
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Table 3.2 shows the MB photodegradation
efficiency with and without the presence of
YFeO,.850(1:n) samples after 6 hours of
irradiation. In general, all samples have relatively
low photodegradation efficiency. After 6 hours of
irradiation, YFeO,.850(1:2) sample has the highest
decomposition efficiency (34.53%). Meanwhile,
MB decomposition efficiency for YFeO,.850(1:1),
YFeO,.850(1:3) and YFeO,.850(1:4) samples are
26.09, 28.81 and 28.50%, respectively. Besides,
for the blank sample, MB photodegradation
efficiency is only 2.79%, suggesting that
without the presence of YFeO, MB was hardly
decomposed under irradiation conditions.
Therefore, it can be concluded that the presence
of YFeO, photocatalysts plays a vital role in the
photodegradation of MB.

Table 3.2. MB photodegradation efficiency (%) for
blank and YFeO,.850(1:n) after 6 hours of irradiation

Sample PhotO(.legradation
efficiency (%)
YFeO,_.850(1:1) 26.09
YFeO,.850(1:2) 34.53
YFeO,.850(1:3) 28.81
YFeO,.850(1:4) 28.50
Blank 2.79

3.2. Effect of the annealing temperature on the
lattice crystal structure, band gap energy and
methylene blue photodegradation efficiency
of YFeO,

3.2.1. Effect of the annealing temperature on the
lattice crystal structure of YFeO,
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Figure 3.4. XRD patterns collected at room temperature
for YFeO,.T(1:2) samples

The XRD patterns measured at room
temperature for YFeO,.T(1:2) samples annealed at
different annealing temperatures (700 - 1000°C)
are shown in Figure 3.4. The experimental
results show that samples annealed below 800
°C have the presence of both orthorhombic and
hexagonal phases. However, when sintered at
higher temperatures (800 - 1000 °C), the samples
obtained have an orthorhombic single-phase
structure. This can be explained by the fact that at
high temperature the hexagonal structure phase
(space group (P63/mmc)) will change to the
orthorhombic phase that is thermodynamically
stable.'® Moreover, the diffraction peak
corresponding to the highest intensity at26~33.1°
becomes sharper and has a higher intensity for
increasing annealing temperature, indicating that
the obtained samples have a better crystallinity
and a larger crystallite size.

Table 3.3 presents the average crystallite
size of YFeO, samples annealed at different
temperatures, which was calculated by applying the
Debye - Scherrer formula to the max intensity peak
(121) at 26 = 33. In general, the average crystallite
size of all samples increases with increasing
annealing temperature, especially for the sample
annealed at 1000 °C.

Table 3.3. Variation of average crystallite size for
YFeO,.T(1:2) samples

Sample Averzsligz(:3 z‘l)lflsl;allite
YFeO,.700(1:2) 12.850
YFeO,.750(1:2) 16.524
YFeO,.800(1:2) 15.436
YFeO,.850(1:2) 17.058
YFe0,.900(1:2) 16.627

YFeO,.1000(1:2) 24.128

FT-IR spectra of YFeO,. T(1:2) samples
shown in Figure 3.5 include 4 main absorption
regions like YFeO, samples sintered at 850°C
as described in 3.1.1. However, the peak
intensity absorbed at 568 cm' due to the
asymmetric elongation of the Fe-O-Fe bond in
the FeO, octahedron increases for increasing
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the annealing temperature. This proves that the
purity of the YFeO,.T(1:2) samples is enhanced
as the annealing temperature increases.
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YFeOr.900(1:2)
z T TN AT
N Y \\,'\\
w YFeO-.850(1:2)
o e ———— . D .
B . o
= YFeO3.800(1:2)
— »,/—h%_/_ — Jd Y
2 /‘\/ Y, N
= YFeO5.750(1:2)
vh e R
— S e A;,":V,‘w'— — “«,:\
YFeO3.700¢1:2)
e, - oV, ﬂ\,\\

T T T T g T T T g 1 T T
500 Y000 2500 2000 1 SO0 DU SO0

Wavenumber (cm'l )
Figure 3.5. FT-IR spectra of YFeO,.T(1:2) annealed
at different temperatures

3.2.2. Effect of the annealing temperature on the
band gap energy

UV-Vis DRS was used to investigate the effect
of the annealing temperature on the band gap
energy of obtained YFeO,.T(1:2) samples. UV-
Vis DRS spectra of these samples are shown in
Figure 3.6.

The experimental results show that
YFeO,.T(1:2) samples annealed at different
temperatures are active in the visible light
region and the absorption band extends from
the ultraviolet to the visible. On the other hand,
when the annealing temperature increases, the
light absorption region of the material shifts to
the shorter wavelength region. This is in good
agreement with the change in the color of obtained
samples as a function of the annealing temperature.

Absorbance (a.u.)

Y04 1000(1.2)

T T T T
100 SO0 600 700 500

Wavelength (nm)

Figure 3.6. UV-Vis diffuse absorption spectra of the
YFeO,.T(1:2) samples

Since YFeO, is an indirect band gap
semiconductor, the Kubelka-Munk function
[F(R)hv]? versus the phonon energy was plotted
to estimate the band gap energy of all samples.
The results presented in Figure 3.7 and Table
3.4 show that the band gap energy increases in
the annealing temperature range of 700 - 800
°C and hardly changes as further increasing the
annealing temperature to 1000 °C.

Table 3.4. Variation in the band gap energy for
YFeO,.T(1:2) samples

Sample Eg (eV)
YFeO,.700(1:2) 2.25
YFe0,.750(1:2) 2.36
YFeO,.800(1:2) 2.48
YFeO,.850(1:2) 2.43
YFe0,.900(1:2) 2.43
YFeO,.1000(1:2) 2.45

2501700 750
200 150
150 100
100
50
50 2,25 eV 2,36 eV
0 7 0 . . . .
1,5 20725 3,0 3,5 1,5 2,0 2,5 3,0 35
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Figure 3.7. Plots of [F(R)hv]?> versus phonon energy
for YFeO,.T(1:2) samples

3.2.3. Effect of the annealing temperature on the
methylene blue photodegradation efficiency
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Table 3.5. MB photodegradation efficiency (%) of

YFeO, samples after a period of six-hour irradiation

Table 3.6. Data obtained from the YFeO, samples when
evaluating the kinetics of the photocatalytic reactions

by employing the Langmuir-Hinshelwood model
S e Photodegradation
am
P efficiency (%) Sample Kinetic equation K., (h") R?
. =0.05055x —
YFeO,.700(1:2) 36.94 YFeO,850(1:1)| * . 01988X 0.05055 | 0.97979
YFe0,.750(1:2) 27.40 y= 0.06685% —
YFeO,.850(1:2) 0.06685 | 0.91017
YFeO,.800(1:2) 28.50 0.03514
| y=005432x
YFeO_.850(1:2) 34.53 YFeO,.850(1:3) 0.03275 0.05432 | 0.91637
=0.05434x —
YFeO0,.900(1:2) 48.99 YFeO_850(1:4)| ~ X7 0.05434 | 091582
3 0.03652
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Figure 3.8. Kinetic of the photocatalytic degradation =
of MB for YFeO,.T(1:2) samples under visible light 0,14
irradiation
004 = a
The photocatalytic activity survey results : : : : : : :
presented in Table 3.5 indicate that the YFeO, 0 : [rrza diatio3n ﬁm:(h) > 6
sample synthesized with a molar ratio of 1:2
metal ions/citric acid and annealed at 900 °C
. ) . 0,71 —— YFe03.700(1:2) .
has the highest MB photodegradation efficiency 0.6] — YFe03.750(1:2)
(48.99% after 6 hours of irradiation). Meanwhile, —— YFe03.800(1:2)
0,51

MB  decomposition efficiency for YFeO,
samples synthesized under the same conditions
but annealed at 700, 750, 800, 850 and 1000°C
was 36.94, 27.40, 28.50, 34.53 and 35.33%,
respectively. This may be because the sample
annealed at 900 °C has higher crystallinity
than those annealed at 700 - 850 °C and has a
smaller particle size than the samples annealed
at 1000°C.

3.3. Kinetic of photocatalytic reactions for
YFeO,

—— YFe03.850(1:2)
0,44 —— YFe03.900(1:2)
—— YFe03.1000(1:2)

In(C(/C)
L

0 1 2 3 4 5 6
Irradiation time (h)

Figure 3.9. The plots of In(C/C ) versus irradiation
time for the photocatalytic degradation of MB of

YFeO,.850(1:n) and YFeO,.T(1:2) samples
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The plots of In(C /C) versus the irradiation
time shown in Figure 3.9 is linear, revealing that
the photocatalytic reactions of YFeO, materials
for MB photodegradation follow the Langmuir-
Hinhshelwood kinematic model with the high
coefficient of determination.

results of MB
YFeO,
samples presented in Table 3.9 show that the
YFeO,.900(1:2) sample shows the highest
photodegradation rate (k = 0.10124 h'), which
is 1.5 times higher than that of YFeO,.850(1:2)
sample.

The  analysis
photodegradation kinetics for the

4. CONCLUSION

In this paper, we systematically investigated
the effect of both the molar ratio of metal ions
to citric acid and the annealing temperature on
structure and photocatalytic properties of YFeO,
samples that were fabricated by the sol-gel
method. XRD analysis indicates that all YFeO,
samples obtained mainly crystallize in the
orthorhombic structure (space group Pnma (62))
with deformed perovskite structure. All YFeO,
photocatalysts obtained were found to exhibit
photocatalytic activities in the visible light
region. In particular, the YFeO, sample annealed
at 900 °C with a molar ratio of 1: 2 between metal
ions and citric acid has the highest MB catalytic
decomposition efficiency compared to YFeO,
samples fabricated under the same condition but
annealed at other temperatures.
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Nghién ctru ly thuyét vé cau tric, dé bén
va twong tac cua cac phan tir ampicillin va amoxicillin
trén bé mat anatase-TiO, (101)

Nguyén Ngoc Tri, Nguyén Tién Trung*

Phong thi nghiém Hoa hoc tinh toan va Mo phong,
Khoa Khoa hoc tw nhién, Truong Dai hoc Quy Nhon, Viét Nam

Ngay nhdn bai: 18/03/2020; Ngay nhan dang: 19/05/2020

TOM TAT

St dung céc tinh toan phiém ham mat do, chung toi da khao sat sy hdp phu cac phan tor ampicillin va
amoxicillin trén bé mit anatase-TiO, (101). M6 hinh tudn hoan va séng phang da dugc ap dung trong tit ca cac
tinh toan. Két qua chi ra ring cac qua trinh ndy dugc danh gia 13 cac qua trinh hip phu hoa hoc véi nang lugng
khoang -31 kcal.mol'. D6 bén cua cac cdu hinh duoc dong gbp dang ké boi cac twong tac hut tinh dién Ti - O va
cac lién két hydro kiéu O/N/C-H-- O. Sy ton tai va vai trd cua cac tuong tac bé mat trong viéc lam bén phuc dugc
phan tich chi tiét dwa vao cach tiép can hoa hoc luong tir. Két qua cho thdy kha ning hap phu cua ampicillin trén bé
mat anatase manh hon so v6i amoxicillin. Pang chu ¥, su xép xép theo chiéu ngang vai dién tich bé mat tiép xiic
16n duge dién ra uu tién trong viéc két dinh cac phan tir khang sinh nay 1én bé mat anatase.

Tw khéa: Anatase, khang sinh, tinh toan DFT, bé mdt vt liéu.

* Tac gia lién hé chinh.
Email: nguyentientrung@qnu.edu.vn
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Theoretical study of geometry, stability and interaction
in configurations of ampicillin and amoxicillin molecules
on the surface of anatase-TiO, (101)

Nguyen Ngoc Tri, Nguyen Tien Trung”

Laboratory of Computational Chemistry and Modelling, Faculty of Natural Sciences,

Quy Nhon University, Vietnam

Received: 18/03/2020; Accepted: 19/05/2020

ABSTRACT

By using density functional theory calculations, we examined the adsorption of ampicillin (AP) and

amoxicillin (AX) molecules on anatase-TiO, (101) surface (a-TiO,). The periodic slab model and plane wave method

were applied in all calculations. Results indicate that these processes are evaluated as chemical adsorptions with

associated energies of -31 kcal.mol"'. Stability of configurations is significantly contributed by Ti--O electrostatic

interactions and O/N/C-H -- O hydrogen bonds. Existence and role of surface interactions in complex stabilization

are analyzed in detail based on quantum chemical approaches. As a consequence, the adsorption capacity of AP on

the a-TiO, is slightly stronger than that of AX. Remarkably, the horizontal arrangement along with large surface

area occurred favorably in adhesion of these antibiotics on the a-TiO,.

Keywords: Anatase, antibiotics, DFT calculations, material surface.

1. INTRODUCTION

In many decades, TiO, has been of the important
semiconductor materials applied in fields
such as energy, health, food technologies.'?
TiO, was used extensively in photocatalytic,
adsorption, decomposition of pollutants due
to its considerable surface properties. The
investigations on surface properties of TiO,
using experimental technologies and theoretical
simulations were interested by scientists.’ TiO,
existed in three common phases including
anatase, rutile and brookite.>* Among phases of
TiO,, the anatase has high photocatalytic activity
and is observed widely. Furthermore, the (101)
surface of anatase is the most stable one and
frequently form.* The adsorption of organic
molecules on TiO, surfaces has been previously

*Corresponding author:

Email: nguyentientrung@gqnu.edu.vn

reported.’” As a consequence, TiO, can be used
as potential material for efficient adsorption of
organic compounds.

In addition, the nature of intermolecular
interactions on TiO, surfaces and their role to the
stability of complexes have not been paid much
attention by scientists.®’ This understanding is of
importance for further evaluation of molecules
adsorption, especially for photocalytic reactions
occurred onto TiO, surfaces in order to form
simple products such as CO,, H,0.>**7 Besides,
interactions between antibiotics used widely such
as ampicillin (AP), amoxicillin (AX) and material
surfaces have not been much paid attention.
Our previous investigations indicated that the
adsorption of these molecules on vermiculite or
adsorption of enrofloxacine molecule on rutile-
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TiO, are strong chemisorptions.'*'"" However, the
insight into adsorptive interactions of antibiotics
on anatase-TiO, surfaces has been still not
mentioned fully yet. Noticeably, quantum
chemistry computations are emerging as useful
tools in understanding surface phenomena in
nature.’> Hence, in the present work, we use
DFT caculations to investigate the adsorptive
interaction of AP, AX molecules on anatase-TiO,
(101) surface. Moreover, this work is performed
with an aim to have a convenient evaluation on
adsorption capacity of AP, AX on an anatase
surface and to also serve in finding efficient

material for removal of pollutants.
2. COMPUTATIONAL METHODS

The structures of anatase surface and molecules
and configurations are optimized by using the
VASP program.'* The (101) surface of anatase
is designed with 4 x 5 x 2 supercell of primitive
cell which has been characterized by following
dimension parameters: a=15.22 A; b=20.87 A;
¢ =30.01 A. The cutoff energy and grid k-points
are considered at 500 eV and 4 x 3 x 1 Gamma
points, respectively. The atomic positions are
optimized until a force value is smaller than
0.01 eV. The energy convergence is set up at
1.10¢ eV. The Perdew-Burke-Ernzernhof (PBE)
functional in conjugation with generalized
gradient approximation (GGA) is used in all
computations." The adsorption energy (E ) is
calculated by expression: E_ , = L
where E E__.and E

comp’ " surf mole

optimized configurations, surface and molecules,

are energy values of

respectively.

Inorderto have aninsightinto the existence
and role of the intermolecular interactions upon

RS 'L&tﬁ&z

a-TiO, (left: Front-view; rlght: Top-view)

the adsorption process, quantum chemistry
analyses based on Atoms In Molecular (AIM)
and Natural Bonds Orbitals (NBO) approaches
are carried out at the B3LYP/6-31+G(d,p)
level for first-layered structures of the most
configurations. The transfers of total electron
density (EDT) following interactions formation
are also considered for these structures. These
calculations are performed by using Gaussian
09, AIM2000 and NBO 5.G programs.'>!7

3. RESULTS AND DISCUSSION
3.1. Stable structures

The optimized geometries of anatase-TiO,
(101) surface (denoted by a-TiO,) and AP,
AX molecules are displayed in Figure 1. Some
characterized parameters including bond length,
angle are compared to experimental data and
theoretical results in previous studies.’” As a
matter of fact, the calculated parameters in this
work are in a good agreement with previous
reports in which the changes of bond lengths and
angles are ca. 0.01-0.05 A and 1-3°, respectively.
The ground states of configurations for
adsorption of AP and AX molecules onto a-TiO,
are illustrated in Figure 2. These structures are
denoted by APi and AXi (i = 1-4), following
different arrangements of AP, AX molecules on
surface to have a convenient look. The AX4 is
found out only for AX system due to interaction of
—OH group attached to benzene ring as compared
to AP system. As shown in Figure 2, the stable
configurations obtained for two systems have
similar geometrical structures, particularly for
AP1 and AX1, AP2 and AX2, AP3 and AX3.
Besides, the distances of intermolecular contacts
and changes of bond lengths, angles are given in
Table 1 upon complexation.

Ampicillin (AP)

Amoxicillin (AX)

Figure 1. Optimized structures of a-TiO, and AP, AX molecules
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§ W

0
SRR

AX-1 AX-2

W,

Figure 2. The optimized configurations of AP, AX adsorbed on a-TiO, (101) (C, H, O, N, S, Ti atoms are displayed

by grey, white, red, small cyan, yellow, cyan colors, respectively)

Table 1. Some characteristic parameters of the stable configurations

d(Ti-0)  dH-0)  a(CO-Ti) a(O/N/C-H-0) Ar(C=0) Ar(X-H) Ar(Ti-0)"
AP1 2.16° 1.49 131.7 164.1 0.04 0.07  0.02-0.06
AP2 2131228 1.64 153.31/135.0 161.9 0.04/0.02  0.03 0.01-0.03
AP3  2.222/239° 1.86 163.2/130.8° 143.8 0.01/0.01  0.00  -0.02—0.01
AX1 2.19° 1.52 131.9 164.2 0.04 0.06  0.00-0.07
AX2  2.1112.30° 1.66 153.6'/135.5 161.7 0.03/0.02  0.03  -0.00-0.04
AX3  2.2672.42} 1.89 163.8/130.3° 142.1 0.01/0.01  0.00  -0.03-0.02
AX4  2.16'243* 228226 151.1/1259¢  160.0/160.2°  0.02/0.02* 0.01/0.01° 0.02—0.03

1234for O atoms as shown in Fig.2; “for O-H-O; ““for O atoms at bridging sites; a-angle (°); d-distance (4)

As presented in Table 1, the distances of
Ti-O and O/N/C-H:-O contacts are in range of
2.11 to 2.43 A and 1.49 to 2.28 A, respectively.
These values are smaller than the total of van
der Waals radii of atoms involved in contacts
including Ti and O (3.82 A), O and H (2.72 A),
C and O (3.22 A) atoms. Besides, the angles
of C-O-Ti and O/N/C-H--O are corresponding
to values of 125.9-163.8° and 142.1-164.2°,
consistent with binding angles of C=0
interactions or hydrogen bonds.'® Therefore,
it can be suggested that the Ti--O and O/N/C-
H-O intermolecular interactions are formed
following complexation. Also, the geometrical

changes for surface and molecules are quite
small in comparison with their initial structures.
The change of Ti-O, C=0, X-H bonds is ca. 0.07
A, 0.04 A and 0.07 A, respectively. The AP, AX
molecules tend to arrange in horizontal sequence
onto a-TiO, to form various intermolecular
contacts, similarly to previous studies.'*!

3.2. Adsorption energy

In order to evaluate the strength of interactions
and the capacity of adsorption of AP, AX on
a-TiO,, the adsorption energies are considered
and tabulated in Table 2.
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Table 2. Adsorption energy (E_, kcal.mol”) of stable

configurations
i 1 2 3 4
AP-i -22.9 -31.1 -18.6

AX-i -21.0 -29.3 -17.7 -25.5

The calculated energy values in Table
2 for AP and AX systems range from -17.7 to
-31.1 kcal.mol'. The strength of adhesion of
AP, AX on a-TiO, is comparable to that of
enrofloxacin on rutile-TiO, (110) surface.'
Accordingly, these processes are evaluated as
chemical adsorptions."”” Moreover, the ability of
adsorption of these molecules on TiO, surfaces
is twice weaker than that on vermiculite!
because of the smaller adsorption energy. This
is understood by the significant contributions of
electrostatic interactions between Mg?* cation
sites on vermiculite and O atoms in >C=0
groups of molecules. "

In addition, the stability of configurations
in this work is contributed by both Ti--O attractive
interactions and O/N/C-H:-O hydrogen bonds as
displayed in Figure 2. The contributions of two
Ti-O intermolecular contacts of >C=0 groups
and one N-H-O hydrogen bond lead to the
considerable stability of AP2, AX2 in comparison
to the rest of configurations for AP, AX systems.
In case of AX4, one Ti-O interaction is formed
by Ti,, site and O in ~OH group. As given in
Table 2, AX4 is slightly less stable than AX2
of 4 kcal.mol'. This result is due to the proton
affinity (PA) at B3LYP/6-31++G(d,p) level and
charge density at O atoms in C=0O group (PAs
are in range of 200-216 kcal.mol') are higher
than that in —OH group (PA is ca. 185 kcal.
mol )", leading to the fact that Ti-O (C=0)
becomes more stable than Ti+O (OH). Besides,

AP2

the difference of E_; values for AP2 and AX2 is
small ca. 2 kcal.mol!. The approximation of PA
and deprotonation enthalpy (DPE) values at O
atoms and N-H bond in AP and AX molecules
as analyzed in previous report makes the equally
stable interactions in these configurations. In
general, the adsorption capacity of AP and AX
onto a-TiO, is slightly different.

On the other hand, one Ti+O and one
O-H+O contacts (AP1, AX1) or two Ti+O
and one C-H--O contacts (AP3, AX3) have an
important role to their stability. The adsorption
energy increases in the order of AP2 < AP1 <
AP3 and AX2 < AX4 < AX1 < AX3 for AP,
AX systems, respectively. This is understood by
basing on the ability of forming stable hydrogen
bonds in configurations. The strength of
hydrogen bonds increases in going from C-H--O
to N-H~O and finally to O-H-O as estimated
in ref.11. Following this report, the significant
contribution of O-H-O hydrogen bonds leads
to the more stable configurations of AP1 and
AXI1 as compared to AP3, AX3, respectively. In
summary, the stability of obtained configurations
depends on the arrangement of molecules on
surface to form stable interactions, and resulted
by significant contribution of Ti-O electrostatic
interactions and addition of O/N-H:--O hydrogen
bonds.

3.3. AIM and NBO analyses

To gain an insight into existence and role of
adhesive interactions, we perform topology
analysis for the first layer of AP2, AX2 most
stable structures as displayed in Figure 3. The
electron density transfers between molecules
and surface are investigated further to confirm
the existence of intermolecular contacts. Some
characteristic parameters are gathered in Table 3.

AX2
Figure 3. The topological geometries of the first-layered structures for AP2 and AX2
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Table 3. The topological analysis (p(r), electron density; V2( p(r)), Laplacian of electron density; H(r), total of

electron density energy; all in au) and electron density transfers (EDT, e), hyper-conjugation energy (E?, kcal.mol™!)

for the first-layered structures

BCPs pr)  Vip(r) HE)

EDT Transfers E?

O,-Ti 0.056 0.325 0.004
AP-2 O,-Ti 0.039 0.204 0.004

N-H--O 0.052 0.153 -0.008

n(C=0)/LP(O) — LP*(Ti)/c*(Ti-0)  23.6

0.116 m(C=0)/LP(0) — LP*(Ti)/c*(Ti-0)  16.9

LP(O) — 6*(N-H) 22.6

O,Ti 0.058 0.340 0.003
AX-2 O,-Ti 0.037 0.194 0.004
N-H:--O 0.050 0.147 -0.007

1(C=0)/LP(0) — LP*(Ti)/c*(Ti-0)  22.6

0.102  (C=0)/LP(0) — LP*(Ti)/c*(Ti-0)  17.0

LP(0) — o*(N-H) 19.3

The calculated results imply that the Ti---O
and N-H--O intermolecular contacts exist. The
electron density (p(r)) and Laplacian of electron
density (V*(p(r))) values at Ti--O BCPs range
from 0.037 to 0.058 au and from 0.194 to 0.340
au, respectively. Similarly, the p(r) and V*(p(r))
at N-H---O BCPs correspond to 0.050-0.052 au
and 0.147-0.153 au. All these values are within
the region of p(r) and V3(p(r)) for noncovalent
interactions.'® Therefore, the Ti---O and N-H..-O
are regarded as noncovalent interactions and
hydrogen bonds, respectively. The H(r) values at
BCPs of N-H---O contacts are slightly negative,
indicating that these interactions have a small
part of covalency in nature. Besides, the stability
of AP2, AX2 is additionally contributed by O---C
weak interactions with the small p(r) of 0.01 au.
The p(r) values at Ti--O and N-H--O BCPs in
AP2 and AX2 are mostly approximate, therefore,
strength of interactions in these configurations is
nearly equal. As a result, the stability of AP2 and
AX2 is considered to be approximate.

Furthermore, the formation of adsorptive
interactions is clarified by electron density
transfers from molecules to surface and vice
versa. As given in Table 3, the EDT is small
positive, of 0.1 e due to the prominent transfers
from molecules to surface. The existence of Ti---O
contacts is confirmed by the transfers of electron
density from lone pair of O atoms (LP(O)) and
bonding orbitals of C=0 (n(C=0)) in molecules
to unoccupied lone pair of Ti sites (LP*(Ti))
and anti-bonding orbitals of Ti-O (¢*(Ti-O)) of

a-TiO,. Similarly, the N-H--O hydrogen bonds
is formed by the electron density transfers from
LP(O) of surface to o*(N-H) of molecules.
These transfers of electron density are evaluated
clearly by hyper-conjunction energies (E?)
(¢f. Table 3). Accordingly, the E? values for
formations of Ti--O and N-H--O interactions
are in the range of 17-24 kcal.mol! and 19-23
kcal.mol"!, respectively. Moreover, the stability
of interactions is determined by electrostatic
term based on charge densities at sites of
molecules and surface. The high charge density
at sites leads to forming the strong electrostatic
interactions. Following NBO calculations, the
charge densities at O, H atoms (in AP, AX)
and Ti, O sites (in a-TiO,) are in the ranges of
-0.65 to -0.74 e; 0.47 to 0.48 e; 1.61 to 1.72 ¢;
-0.97 to -0.98 e, respectively. Therefore, Ti---O
interactions are stronger than N-H---O hydrogen
bonds upon complexations. This result also leads
to the fact that EDT values are positive values
for AP2 and AX2.

4. CONCLUSIONS

In the present work, we investigated the adsorption
of ampicillin and amoxicillin molecules on a
anatase-TiO, (101) surface (a-TiO,) using density
functional theory calculations. Obtained results
show that the adhesion of these antibiotics on
the a-TiO, surface is regarded as chemical
adsorption. The stable configurations are
contributed significantly by Ti--O electrostatic
interactions along with O/N/C-H---O hydrogen
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bonds. The existence and role of adsorptive
interactions in the most stable configurations AP2
and AX2 are clarified on the basis of the electron
density transfers and charge density distribution.
Generally, the adsorption of ampicillin onto the
a-TiO, surface is slightly stronger than that of
amoxicillin, ca. 2 kcal.mol!'. The arrangement
of molecules on the a-TiO, surface tends to be
preferable in a horizontal sequence and occurs on
a large surface area to form stable interactions.
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Khao sat anh hwéng nhiét ddé nung dén kha nang quang
xuc tac phan huy dung dich tetracycline cua vat liéu TiO,
dong pha tap (C, N, S)

Nguyén Thi Lan'*, V6 Hoang Anh!, Nguyén Vin Thing!, Lé Thi Cim Nhung',
Lé Thi Thanh Thiiy,' Nguyén Phi Hung?

'Khoa Khoa hoc Tw nhién, Truong Dai hoc Quy Nhon, Viét Nam
2 Vién Khoa hoc gido duc, Truong Dai hoc Quy Nhon, Viét Nam

Ngay nhan bai: 05/03/2020; Ngay nhan dang: 05/04/2020

TOM TAT

Vit li¢u nano TiO, pha tap C, N, S (TH-TiO, ) duoc tong hop bang phuong phap thily nhiét sir dung tién
chat 1a TIOSO, va thiourea dic¢u ché tir quéng [lmenite. Anh hudng cua nhiét do nung dén kha nidng phéan hity quang
xuc tac tetracyline cta vét ligu TH-TiO, , dugc khao sat mot cach he théng. Hoat tinh quang xtc tac dugc danh gia
qua su phan hity khang sinh tetracycline ndng d6 30 mg/L du6i anh sang kha kién. Két qua thuc nghiém cho thay
nhiét d6 nung dong mot vai trd quan trong trong qué trinh két tinh ctia vat ligu. Mau TiO, pha tap C, N, S nung &
500°C trong khong khi, thoi gian 1 gio cho hiéu qua quang xuc tac tot nht. Pang chu y 13 viéc nung mau & 500°C
d3 1am tang d¢ tinh thé héa, loai bo hiéu qua du luong chit hitu co trén bé mat, diéu khién kich thude hat thich hop,
va cai thién dang ké hoat tinh quang xtc tac.

Twr khoa: TiO,, Anatase, quang xiic tdc, tetracycline.

*Tac gia lién hé chinh.

Email: nguyenthilan@gqnu.edu.vn
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co-doped TiO, materials
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ABSTRACT

C, N and S co-doped TiO, samples (TH-TiO, ) were synthesized by the hydrothermal method using

thiourea and TiOSO, prepared from Ilmenite ore. The influence of the annealing temperature on the tetracycline

photocatalytic degradation of the TH-TiO,  samples was systematically investigated. Photocatalytic activities of

all samples were evaluated by the photodegradation of tetracycline antibiotics at 30 mg/L under the visible light

irradiation. It is found that the annealing temperature plays an important role in the crystallization of the samples.

The C, N and S co-doped TiO, sample annealed at 500°C in air for 1 hour exhibits the best photocatalytic activity.

It is worth mentioning that annealing at 500°C improves crystallinity, effectively eliminates organic residues on

the surface, controls particle sizes, and significantly improves the photocatalytic activity of the obtained sample.

Keywords: TiO, Anatase, Photocatalyst, Tetracycline.

1. INTRODUCTION

Titanium and titanium dioxide are applied in many
fields such as aerospace, space, ship, chemicals
(production of paper, paint, plastic, rubber,
ink, soap, cosmetic, pharmaceutical,...), food
processing, medical instruments, photo-catalytic
treatment of organic pollutants,...! Currently,
there are many methods for fabricating nano-
sized TiO, such as chemical vapor deposition
(CVD), oxidation of titanium tetrachloride
(known as the chloride process), sol-gel method
and thermal treatment or hydrolysis of titanium
alkoxides.”* However, these methods require
not only expensive titanium sources but also
stringent synthesis conditions, and thereby
hindering them from practical applications.

*Corresponding author.

Email: nguyenthilan@gqnu.edu.vn

Ilmenite ore is known as a cheap, non-toxic
and widely distributed material source in the
world, in which Vietnam is one of the countries
with large reserves of titanium. Therefore, it is
highly desirable to fabricate nano-sized TiO,
from Ilmenite ore. Nowadays, titanium dioxide
(TiO,) is mainly used for the photocatalytic
decomposition of organic pollutants. However,
the band gap of TiO, is wide (3.0 eV for the rutile
phase and 3.2 eV for the anatase phase), which
is not suitable for the visible light irradiation, so
TiO, only shows photocatalytic activities in the
ultraviolet light region.

Besides, the rate of electron-hole
recombination in TiO, is relatively fast, limiting
its photocatalytic efficiency. To overcome these
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disadvantages, many studies have been done
such as denaturing TiO, by Fe, Mn, Zn..%’
or combining with other materials to prepare
composites such as TiO,/MoO,,* TiO,/MoS,,’ ...
In particular, many recent reports have
demonstrated that the introduction of non-metals
such as N, C, S, P and halogen into the TiO,
structure leads to an increase in the photocatalytic
activities of TiO, inthe visible lightregion. In fact,
the modification of TiO, with carbon increases
the photosensitivity of the obtained material'®
while the modification with nitrogen and sulfur
reduces the band gap energy of TiO,, thereby
improving the photocatalytic activities under the
illumination of the visible light.!' However, these
studies only use commercial TiO, sources, very
few studies on TiO, denaturation from Ilmenite
ore.'? In this present work, C, N and S co-doped
TiO, samples were synthesized from TiOSO,
(prepared from Ilmenite ore of Binh Dinh) by
the hydrothermal method. The hydrothermal
method was chosen for this work due to the fact
that this method has a number of advantages over
other methods, such as low energy consumption,
low cost, high speed of reaction, and simple and
environmentally friendly process. It should be
noted that, this method allows controlling the
structure of the obtained materials by tailoring
hydrothermal parameters. Therefore, in this
work, the influence of the annealing temperature
on the photodegradation of tetracycline was
systematically investigated.

2. EXPERIMENT
2.1. Materials synthesis

Starting materials: Binh Dinh Ilmenite ore,
concentrated sulfuric acid H,SO, (Guangdong,
China), distilled water, thiourea CHN.,S
(Guangdong China), tetracycline C,,H,,O,N, . HCI

(Institute of Drug Quality Control Ho Chi Minh
City, Vietnam).

2.1.1. Synthesis of TH-TiO,

2.27 grams of TiOSO, prepared from Binh Dinh
Ilmenite ore '* was put into Teflon flask before

adding a defined amount of thiourea (with molar
ratio of thiourea to TiO, = 2:1) and 180 mL of
distilled water. The Teflon flask was put in the
autoclave and dried at 180°C for 12 hours."
After the hydrothermal process, the autoclave
was naturally cooled to room temperature. The
obtained white precipitate was filtered and
washed several times with distilled water until
the water has a constant pH before annealing
at different temperatures (400, 500, 600, and
700 °C) for 1 hour. The obtained materials were
denoted as TH-TiO, , (a=400, 500, 600 and 700°C).

2.1.2. Synthesis of TiO,

The TiO, sample was also prepared under the
same conditions as the TH-TiO,  without the
addition of thiourea.

2.2. Photocatalytic evaluation

The photocatalytic activities of the obtained
through  the
photocatalytic decomposition of tetracycline

samples were evaluated
(30 mg/L) with the catalytic concentration of
0.6 g/L. The mixture was magnetically stirred in
the dark for 30 minutes to reach an absorption-
desorption equilibrium, before illuminating with
a 60 W filament lamp (filter cutoff L > 420).
The remaining tetracycline concentrations as a
function of the iradiation time was determined
by HPLC-UV method at a wavelength of about
355 nm.

Tetracycline photodegradation efficiency
of the obtanined samples is calculated by the
following formula:

C -C
H=—° .100 (M
CO

In which, C_ is the initial concentration of

tetracycline and C is the remaining concentration
of tetracycline after each corresponding time.

2.3. Materials characterization

The phase identification of the obtained materials
as done by X-ray diffraction method using a DS
Advance Brucker diffractometer operated at 40 kV
and 100 mA with Cu-Ko radiation (A, = 1,54064),
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and the crystallite size is calculated from the

- 0,89.A

Debye - Scherrer equation r = ().

B .cosO
The infrared (IR) spectra were recorded on GX-

PerkinElmer. Scanning Electron Microscopy
(SEM) and Transmission Electron Microscopy
(TEM) images were taken on Nova Nano
SEM 450 and JEOL JEM 1010, respectively
to investigate the surface morphology of the
obtained samples. Specific surface area of all
samples was measured on Micromeritics ASAP
2000 Equipment at the Institute of Chemistry,
Vietnam Academy of Science and Technology.
Tetracycline concentration was determined
by HPLC-UV method at A = 355 on Thermo
Scientific series 3300 HPLC (Thermo Scientific
Technologies, CA, USA).

3. RESULTS AND DISCUSSION
3.1. Materials characterization

IR spectra in the absorption range from 400 -
4000 cm™ for TH-TiO, ., vaTiO,
shown in Figure 1. IR spectra of both samples
has a absorption band around 400 - 700 (860)
cm! due to the valence oscillation of Ti-O-Ti
bond.'> ¢ The peaks at 3550 and 1518 cm™! are

due to the valence and deformation fluctuations

samples are

of the hydroxy group of water adsorbed on the
surface of the samples. '-'®* The peak around
1400 cm™ of the doped sample is attributed to
the oscillation of NH,* ions."” Compared with
the TiO,,, sample, the TH-TiO,,, sample
has additional absorption peaks at 2982, 2320,
1992, 1712, 1634, and 1050 cm!, suggesting
the formation of new bonds on the TiO, crystal
lattice structure after doping. The peak at
1050 cm! corresponds to the oscillation of the
Ti-O-S bond 2*?* and thereby indicating that S
atoms has entered in the TiO, crystal structure.
In addition, the peak at 1992 cm of the TH-TiO,
sample may be due to the formation of new
compounds during the thiourea decomposition.
The characteristic peak observed at 2320 cm™ is
related to the oscillation of the C = O group of
CO, present in the air. The band around 1712 cm'

corresponds to the carbonyl group, the peak at
2982 cm! corresponds to the C-H bond ' 232
and the peak near 1634 cm'is due to the bending
vibration of the N-H bond.?>?° These peaks were
not observed in the TiO, , , sample, suggesting

that C, N, S has been successfully doped into the
crystal structure of TiO,.

R
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Figure 1. IR spectra for TH-TiO

The influence of the annealing temperature
on the crystal structure of TH-TiO,  samples
annealed at between 400-700°C was investigated
by XRD and the obtained XRD patterns are
shown in Figure 2.
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Figure 2. XRD patterns for TH-TiO,, annealed at

different temperatures

It is found that all TH-TiO,  samples
crystallized in the anatase phase, no rutile or
brookite phases are observed. As the annealing
temperature increases from 400 to 700°C, the
(101) peak intensity increases and the spectral line
half width at the (101) plane became narrower,
resulting in a larger crystallite size. This proves
that TiO, anatase gradually crystallizes as the
annealing temperature increases.”’ The average
crystallite size of the TH-TiO, samples was
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calculated by Scherrer's equation and presented
in Table 1. It should be noted that the average
crystallite size of all doped samples is smaller
than of the un — doped sample TiO, . This
suggests that co-doping C, N and S into TiO,
prevents the grain growth which is in good

agreement with previous reports. 2212829

The specific surface area and porosity of
the obtained samples were determined by the
BET method and their results are presented in
Figure 3.

3

Cmanlity Aabsorhed S TE em i

T — —
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Figure 3. N, adsorption-desorption isotherms at

77 K and pore diameter distribution curves of the
TH-TiO, , samples according to BJH

The N, adsorption-desorption isotherms at
77K of the TH-TiO, samples shown in Figure 3
belong to IV type with type H1 loops (according
to IUPAC classification). This is characteristics
for material systems with the mesoporous
structure formed by the particles intersecting
with cylindrical-like canal systems or created by
agglomeration of spherical particles.

The specific surface area determined
according to the BET method for the TH-TiO,
samples annealed at 400 - 700 °C is 73.47, 92.25,
65.20 and 47.35 m?/g, respectively.

The N, adsorption-desorption isotherms
of the TH-TiO,  samples begin to condense at
the relative pressure P/P; of about 0.7-0.95,
in which TH-TiO,,, sample has capillary
condensation phenomenon at a relatively
lower pressure than the others, indicating that
this sample has narrower capillaries. This is
consistent with data on the average pore diameter
calculated by the BJH method of the TH-TiO,

samples (13.81, 10.46, 15.13 and 24.30 nm for

the sample annealed at 400, 500, 600 and 700°C,
respectively).

In addition, it is found that except for the
TH-TiO, ,,, sample the specific surface area of
the TH-TiO, samples decreases as a function of
the annealing temperature. This may be because
a change in the annealing temperature results in
a change in the particle size and consequently a
change in the specific surface area. Indeed, Carp
et al reported that the activation energy decreases
for increasing the annealing temperature, so the
growth speed of the grain is large and the particle
size increases rapidly at the high temperature. In
contrast, at the low annealing temperature, the
activation energy is large, so the particle growth
rate is slower. As a result, the particle size of the
obtained materials is small.*

The surface morphology of the TH-TiO,
samples are characterized by TEM and SEM
methods and the results are shown in Figure 4
and Figure 5 (a-e). As can bee seen in Figure 4, the

obtained samples have a structured morphology,
the particles are spherical, quite uniform. SEM
images also indicate that as the annealing
temperature increases, the particle size of the
TH-TiO, , samples increases.

Figure 4. SEM images of TH-TiO
(b), TH-TiO, _ (c), TH-TiO

2-400 (a) TH'TiOz 500
(d), and TiO,  , (e)

2-600 2-700
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TH-TiO 09

| 100 nm

Figure 5. TEM image of TH-TiO

2-500

UV-Vis DRS was employed to investigate
the influence of the annealing temperature on the
light adsorption of the TH-TiO,, samples and
their UV-Vis DRS spectra are shown in Figure 6.
As can be seen in Figure 6 there is a redshift as a
function of the annealing temperature. This may
be due to the evaporation of the doped elements
as the annealing temperature increases.’!
Particularly, TH-TiO, ,, va TH-TiO,
have strong absorption in the visible light region.
This is because the three doping of C, N and S
has narrowed the band gap energy of TiO, and

samples

created many carriers 232, The band gap energy
of all samples was calculated based on the
Kubelka-Munk equation and shown in Table 1
and Figure 7. Accordingly, the band gap of the
TH-TiO,  samples annealed at 400 — 700°C is
2.86, 2.88, 3.02, and 3.05, respectively, which is
lower than that of the TiO, _  sample (3.2 €V). The
decrease in the band gap energy after doping may
be attributed to the occurrence of the hybridized
states of doped elements (C, N and S) in the band

gap of the doped samples.?>33

= - 2TH-Ti0;-400
=  2TH-TiO,-500
= - 2TH-TiO;-600
e 2TH-Ti05-700
..... TiO5_g00

Absarbance / i,

200 300 400 500 600
Wavelength (nm)

Figure 6. UV-Vis- DRS spectra for TH-TiO, (a =

400, 500, 600, 700°C) and TiO

2-500.

TH-Ti0O2-500

TH-Ti02-600

TH-Ti02-400

[F(R)hv]~1/2
[F(R)hv]A1/2
[F(R)hv]*1/2

Photon Energy / eV Photon Energy / eV Photon Energy / eV

TH-Ti0-700 TiOy 509

[F(R)hv]~1/2
[F(R)hv]*1/2

Photon Energy / eV’ Photon Energy (¢V)

Figure 7. Kubelka-Munk function versus photon

energy for band gap estimation

Table 1. Specifications of TH-TiO,  vaTiO, , materials
Sample SZ:?:E:; suffr‘;ecceli:ea Bjrr;:rgg;p

(m?/g) (eV)
TH-TiO,,, 7.47 73.47 2.86
TH-TiO, 9.52 92.25 2.88
TH-TiO, 9.79 65.20 3.02
TH-TiO, ,, 13.40 47.35 3.05
TiO, ., 14.39 36.01 3.20

3.2. Photocatalytic activities

The tetracycline photocatalytic degradation
of TH-TiO,, and TiO,
Figure 8. It is worth mentioning that all C, N
and S co-doped TiO, samples yield a higher
photodegradation efficience than the undoped
TiO, sample. Particularly, the TH-TiO, , show
the best photocatalytic activity under the visible
light irradiation (96%). This is because the TH-
TiO, ,,, sample has the largest specific surface
area and thereby having more active sites for the

samples is shown in

adsorption and decomposition of the tetracycline.

K

o

Dark adsorption

.....

o0
Time / min

Figure 8. The change in C/Co as a function of time
for TiO,,, va TH-TiO, (a = 400, 500, 600 and

2-500

700°C), tetracycline concentration of 30 mg/L
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4. CONCLUSIONS

C, N and S co-doped TiO, photocatalysts
prepared by the hydrothermal method were
characterized by modern physical methods.
The effect of the annealing temperature on
the tetracycline photodegradation of the TH-
TiO,, samples was systematically investigated.
Experimental results indicate that the annealing
temperature has a great influence on the particle
size and band gap energy and thereby affecting
the photocatalytic activities of the TH-TiO,
samples. It is found that all co-doped samples
show the high photocatalytic performance in
the visble light region. This suggests that (C, N,
S) co-doped TiO, photocatalysts are promising
candidates for the photocatalytic decomposition
of toxic organic substances in the wastewater
under the visible light irradiation.

Acknowlegment: This research is partly funded
by the TEAM project (ZEIN2016PR431 code).
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TOM TAT

Truc quan hoa dit liéu mot chii dé ddy thach thic va dang thu hat duge sy quan tm cta cong dong khoa
hoc va cac nha phat trién tng dung, dac biét 1a trong linh vuc cham sdc strc khoe. Vi tinh chét da dang va phuc
tap cua dif liéu thu thap tir mot luong 16n céc thiét bi cam bién y sinh, viéc biéu dién dir liéu mot cach truc quan co
vai tro hét stic quan trong. Trén co s& (mg dung nén ting ma ngudn mo Thingsboard, bai bao nay dé xut giai phap
dé tryc quan hoa di liéu sirc khoe bénh nhén theo thdi gian thuc, gép phan hd tro ngudi ding va doi ngil y bac si
theo doi tinh trang strc khoe clia bénh nhan va dwa ra cac chan doan phu hop, kip thoi.

Twr khéa: Truc quan hoa dir liéu, chdam soc sirc khoe tir xa, Thingsboard, IoT.
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ABSTRACT

Data visualisation is a challenging topic, attracting much attentions from the scientific community as well as

application developers, especially in the healthcare domain. Due to a diverse and complex nature of data collected

from a huge number of biomedical sensors, visual representation of data is of utmost importance. Based upon

an open source platform namely Thingsboard, this paper proposes a solution to visualise healthcare data in real-

time, thus allowing doctors, nurses and experts to monitor patients' health conditions and provide timely accurate

diagnoses.

Keywords: Data visualisation, remote healthcare, Thingsboard, IoT.

1. INTRODUCTION

The rapid growth in the number of health
sensing and monitoring devices, etc., has been
generating a huge amount of data. According to
IDC's prediction, by 2020, the data generated
from healthcare applications can be up to 40
ZB." Due to the diverse and complex nature
of the collected data including biometric data,
clinical symptoms, electronics health records
(EHR) to MRI /CT diagnostic medical imaging
data etc., the data visualisation is playing an
ulmost important role.

Data visualisation is the process of
converting data in numerical form (numerical
data) into non-numerical data without reducing
the entropy of the original data. In other words,
data visualisation is the main tool for creating
images, diagrams, or animations to convey
meaningful knowledge and messages to users,

*Corresponding author.

Email: ngovantam@qnu.edu.vn

meeting specific tasks and requirements. With
the explosion of data, data visualisation is a
challenging topic and attracting much attention
from the scientific community and application
developers as well.>?

In the current context, the healthcare
industry is looking for modern solutions to
solve problems related to display, storage, data
processing, and analysis. Especially, remote
healthcare is actually getting a lot of benefits
from technologies and data visualisation
solutions. By using existing tools for visualizing
health data, doctors and medical staffs can easily
and remotely measure and monitor the patients’
bio-physical parameters (e.g., heart rate, SpO2
- peripheral blood oxygen saturation, and ECG -
Electrocardiogram), especially patients in remote
areas, or disabled patients, elderly patients who
are unable to move to medicare centers, resulting
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an improvement in the reliability of decision
support systems.

In recent years, many studies in the area of
medical data visualisation have been proposed.
Liu et. al, proposed a data visualisation method
to describe a relationship between heterogeneous
data stored in databases using three types of
data structure such as graph, tree, and graph-
tree structure.* The authors in the study? used
a graphical tool based on the GeoJSON (Geo
Javascript Object Notation) standard to classify
the patients’ health data. These data were
represented by using different colored circles.
This method also deployed MongoDB database
for storing the large amount of data. Based on
a pre-defined and standardlised table of colors,
doctors can diagnose the current health status of
the patients.

Several research groups have been
approaching a combination of technologies
of web, mobile, and open-source platforms to
develop medical data visualisation methods.>”’
The authors in the study® introduce a multi-
dimensional medical data display system from
wearable devices on patients by combining
smartphones and  Web  browser-based
environments like the Google SDK, Android
SDK, Google's IntelliJ. In this system, the
collected data will be re-structured to visualise
over time (e.g., hours, days, or months), or be
interpolated and displayed through different
shapes and colors. In the paper,® based on the
application of virtual reality and the Internet, Xu
et. al, propose a lightweight progressive coding
architecture to visualize patients’ medical data.
The original images will be digitised, processed,
and visualised to help doctors to provide patients
with diagnoses.

To visualise data in loT applications,
selecting an appropriate platform plays a very
important role.> ¢ - In the IoT architecture,
IoT platform is responsible for performing
main functions such as connecting loT devices,
collecting, monitoring, managing, and analysing

data. In recent years, many commercial and
open-source platforms have been released to
meet the increasing demands of [oT applications.
Notably, open-source platforms such as
Thingsboard, ThingSpeak, Thingio, Site where,
WSo2, Kaa IoT, DeviceHive, Zetta, and Blynk
are attracting attention from researchers and
application developers in [oT field in general and
health sector in particular. > ' Compared with
the above open-source platforms, Thingsboard
is considered as an effective platform to
address the needs of data collection, processing,
visualisation, and device management.'°

The data visualisation methods in -3 have
partially addressed the need to display medical
data. However, there are some basic limitations
in these methods as follows:

- Firstly, the methods have not met the
need of representing data in real time’ - an
extremely important requirement in monitoring
patient survival indicators, particular in patients
in remote areas, or elderly/disabled patients;

- Secondly, the above solutions only
provide measurement features, transfer patient
health data through traditional communication
methods such as LAN, and display locally on the
patients’ wearable device.® These systems still
lack an integration of new technologies, which
is a big challenge to develop large-scale data
display systems;®

- Thirdly, end users such as clinicians,
medical staffs, and researchers, etc., are
usually not experts in the area of information
technology and communications. However, the
above solutions are still quite complicated for
end-users.>®’ In this context, it is necessary to
deploy solutions with an easy-to-use interface in
order to help them having quick captures of the
patient’s health status.

To address the above limitations, in this
work, the authors will adopt the open-source
Thingsboard platform and develop a system
for monitoring and visualising patient health
data in real-time. This system helps patients
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to understand their health conditions. More
important, the system supports doctors and
medical staffs to monitor the health status of
patients and make appropriate diagnoses in
timely fashion. The proposed system addresses
the following basic requirements:

- Ability to monitor in real-time;

- Compatibility with a wide range of
sensor devices from different manufacturers and
data platforms;

- User-friendly interface;

- Being able to adapt to many different
types of services, thus effectively deploying
available resources.

- Ability to deploy at different scales
such as: (i) on mobile devices of patients; (ii)
in patients' homes (including people in remote
and isolated areas, places where health care and
medical facilities are scarce); (iii) at the doctor's
office, and (iv) at health centers and hospitals.
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Figure 1. Open source platform hingsboard."

The rest of the paper is organised as
follows: Section 2 describes the open-source
Thingsboard platform. Section 3 proposes a
real-time monitoring and visualisation system
for patient health data based on the Thingsboard
platform. The results of the proposed system are
illustrated in Section 4. The conclusion of the
paper will be presented in section 5.

2. THINGSBOARD PLATFORM
2.1. Overview of Thingsboard

In recent years, the open-source Thingsboard
platform is being considered as an effective
solution for collecting, processing, visualising
data, and managing devices for [oT applications.

Thingsboard allows connecting devices through
industry-standard IoT protocols such as MQTT
(Message Queuing Telemetry Transport), COAP
(Constrained Application Protocol), and HTTP
(HyperText Transfer Protocol). In addition,
ThingsBoard allows an integration of devices
connected to legacy and third-party systems
with existing protocols. As depicted in Figure 1.
Thingsboard includes some following basic
features:

- Remote data collection: Thingsboard
supports remote data collection and storage in
a reliable way. Collected data can be accessed
using custom websites or server-side APIs;

- Data visualisation: Thingsboard provides
many utilities to visually display the collected
data. Thingsboard also allows to create own
gadgets like Google map widgets, real-time
graphs, ...;

- Device management: Thingsboard enables
to register and manage the IoT devices. It allows
monitoring of client-side device properties and
server-side provisioning. Thingsboard also
provides API for server-side applications to send
RPC (Remote Procedure Calls) commands to
devices and vice versa;

- Dashboard: is used to display data and
control devices remotely in real- time;

- Manage alerts: Thingsboard introduces
a tool to create and manage alerts related to
entities in the system. In this context, Thingsboard
allows to monitor real-time alarms and alarm
propagation to the related entities hierarchy.

2.2. The basic communication protocols in
Thingsboard

2.2.1. MQTT protocol

MQTT is a Publish-Subscribe messaging
protocol. Because this protocol uses a low
bandwidth, it is an ideal protocol for IoT
applications. In a system using MQTT protocol,
many clients connect to a server (i.e., in MQTT,
the server is called MQTT Broker). Each client
will register to follow the information channel
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(topic) or transmit its data to that information
channel. This registration process is called
"subscribe" and sending data of a client to the
information channel is called "publishing". If
there are data updates on the given channel (the
data can come from different clients), the clients
who have subscribed to this channel will receive
the updated data.

2.2.2. CoAP (Constrained Application Protocol)

CoAP is a dedicated Internet application protocol
for bound devices, as defined in RFC 7252.
CoAP is designed to connect devices on the same
bound network such as low power networks and
lossy networks; or between devices and common
nodes on the Internet, or between devices on
different bounded networks connecting by the
Internet.

CoAP is a service layer protocol designed
for use in resource-restricted Internet devices,
such as wireless sensor network nodes. CoAP
is designed to be easily converted into HTTP
in order to integrate with web applications and
meet specific requirements such as multicast
support, a very low overhead, and simplicity.
Therefore, CoAP can be easily deployed in
devices with small memory capacity and low
power, especially applications in IoT, wireless
sensors, and M2M (Machine-to-Machine). CoAP
can run on most devices that support UDP (User
Datagram Protocol) or similar UDP. To secure
the data transmissions, CoAP uses Datagram
Transport Layer Security (DTLS).

3. A REAL - TIME HEALTH DATA
MONITORING AND VISUALISATION
SYSTEM

3.1. System model

In this paper, we build up a real-time monitoring
and visualisation system for patient health data
combined with the open-source Thingsboard
platform. The basic idea of this system is to
collect basic bio-physical parameters such as
heart rate, SpO2, and ECG. Supported by the
Thingsboard platform, the collected data will

be managed and visualised in real-time, thereby
supporting for inspection and monitoring. The
proposed system is illustrated in Figure 2 with
some basic subsystems as follows:
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Figure 2. Proposed real-time health data monitoring

and visualising system.

- Sensing subsystem: This subsystem
includes some non-invasive sensors including
MAX30100 ' (i.e., to measure heart rate and
SpO2), and AD8232 "(i.e., to measure ECQ).
The detailed information of these sensors are as
follows:

0 The MAX30100 module is a product
of the Maxim cooperation, which uses the
common optical measurement method today.
This sensor allows an indirect and non-invasive
measurement of oxygen saturation in peripheral
blood and the patient's heart rate. The patients
just wear the measurement device on their body.
The device provides a measurement with a high
accuracy, durability, and low noise;

o0 The AD8232 sensor is used to
measure the electrical activity of the heart. This
electrical activity can be graphed as an ECG
electrocardiogram. This is a method of tracking
activity, speed, and beat of the heart. When
the heart is active, it will generate a variation
in electric current. Here, ECG is a curve that
records those changes and used for diagnosing
various heart conditions.

- Wireless and communication processing
subsystem: This subsystemincludes microcontrollers
and wireless transceivers in order to ensure the
communications between the Gateway and Nodes
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using LoRa technology; or from the Gateway to
the Thingsboard using WiFi:

O Heltec Wifi Lora 32 Kit is based on
a combination of ESP32 chip; Tensilica LX6
processor, speed 240MHz, 520 KB SRAM;
WiFi standard 802.11b/g/; two Bluetooth modes
(traditional Bluetooth and Bluetooth BLE); and
LoRa SX1278 chip. The LoRa SX1278 operates
at frequency of 433MHz with the maximum
distance of 5 km. The 0.96-inch OLED display
is built-in; lithium battery charging circuit and
UART CP2102 USB chip support development
environment on Arduino;

O Gateway requires relay communication
between Node and server by using two wireless
communication technologies of LoRa and WiFi.
ESP32 module is chosen because its synchronous
design and programming is similar to Arduino.
ESP32 chip is used as a powerful microcontroller
and integrated WiFi interface, which meets the
requirements of the proposed system.

- Display subsystem uses a 0.96-inch
OLED screen to display measured parameters
from the sensing subsystem and the status of
peripheral devices. At the same time, the sensed
datais also visualised on the Thingsboard platform.
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Figure 3. Sensing devices.

Table 1. SpO2 reference table '*

Sp0O2 (%) Meaning Warning
97-99 |Oxygen in the
blood — good
94 -96 |Medium blood |Need more oxygen to

oxygen breathe

90-93 |Low blood | Need to be monitored

oxygen promptly

<90 Extremely low | Emergency

blood oxygen

Table 2. Heart-beat reference table by age (beats/

minute). 13
Awake
Age Sleep Mode
Mode
< 3 months 85 -200 80 - 160
3 months - 100 - 190 75 -160
2-10 60 - 140 60 - 90
> 10 60 - 100 50-90

3.2. Monitoring and alerting the patient’s
health status
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Figure 4. SpO2 level monitoring algorithm

The most important content of the paper
is to generate alerts based on the patient health
data collected by the sensing subsystem as
described in section 3.1. In particular, this paper
also develops a SpO2 level alert function as
shown in Table 1. The warnings displayed on
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the dashboard of Thingsboard platform will
help the medical team to capture the patient’s
status timely. The SpO2 monitoring algorithm
illustrated in Figure 4 has four levels: Level 1 -
ALARM (Emergency), Level 2 - LOW (Low),
Level 3 - NORMAL (Normal), and level 4 -
GOOD (Good).

3.3. Connecting with Thingsboard

In this paper, the authors collect three types
of data as described in section 3.1 and send
them to Thingsboard using MQTT protocol.
It is a publish /subscribe (message) messaging
low bandwidth, has high
reliability, and is capable of operating under

protocol, uses
unstable transmission conditions. In this case,
many station nodes (Client) connect to an MQTT
Broker. Each client will subscribe to several
channels, such as ““/client]l/channell”, “/client1/
channel2”, called "subscribe". Each client will
receive data when any other station sends data to
the registered channel. When a client sends data
to that channel, it's called “publish”.

MOTT Broker

Figure 5. MQTT Broker'®

4. RESULTS
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Figure 6. A testbed of the real-time health data
monitoring and visualisation system.
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Figure 7. Visualising health data in real-time with Thingsboard platform.
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In this work, the authors develop an
experimental testbed of the real-time health data
monitoring and visualisation system as shown
in Figure 6. The testbed consists of two nodes
(NODE) and a Gateway using LoRa technology:

- Each NODE will integrate two types of
sensors MAX30100 and AD8232. The nodes
are mounted on the different patients: a 30-year-
old male patient lying on a bed (i.e., NODE 1 is
powered by using a grid power) and a 38-year-
old male patient wearing a device (i.e., NODE 2
is powered by a battery) moves within a 300m
radius of the Gateway.

- Gateway is responsible for collecting
data from NODE 1 and 2. At the same time, the
Gateway will forward data to Thingsboard for
further processing and display.

Patients’ health data will be visualised
on the Thingsboard’s dashboard in real-timeas
depicted in Figure 7. Heart rate, SpO2, and ECG
values of each patient are displayed in two basic
forms: graph and numerical. Figure 8 shows a
piece of ECG signal extracted from NODE 1.

As shown Figure 7, the warning function
(i.e., based on the SpO2 indicator) has been
integrated into the dashboard. If SpO2 values
respectively measured from NODEs 1 and 2 are
94% (NORMAL) and 97% (GOOD), doctors
can diagnose the patient's condition and suggest
a solution for patients to breathe more oxygen.
Clearly, the real-time data visualisation plays
an important role in supporting clinicians to
monitor patients' health status and provide
suitable diagnoses a timely.
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Figure 8. Extracting ECG signal from NODE 1.

5. CONCLUSION

This paper built a model for monitoring
and visualizing patient health data in real-
time based on the open-source Thingsboard
platform. The proposed system is expected
to assist doctors, medical staffs to monitor the
patients’ health status. The results of the paper
show that Thingsboard is suitable platform for
data visualisation in real-time. More important,
the results also confirm the importance of data
visualisation in the domain of healthcare.

Based on the preliminary results of the
paper, the authors will integrate more sensors and
build up new systems with more functionalities,
especially data analysis supported byartificial
intelligence (Al). New integrations can improve
the ability of healthcare for people in the future.
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